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Abstract 

The data mining methods have been extensively used in the process of decision making. The popularity 

of data mining methods is due to availability of high speed algorithms, processing and storage power 

of computers. The effective use of data mining methods help in mining datasets and taking better 

decisions. The data need to be preprocessed before applying data mining methods. Some datasets 

require little preparation like dealing with missing and redundant instances while some high-

dimensional datasets require strong processing like dimensionality reduction. One of the techniques 

used for dimensionality reduction is feature selection. This study uses graph based centrality measure 

for feature selection. Graph based centrality measures are used for ranking features which is used for 

removing irrelevant attributes. After comparison of results with other approaches, it has been found 

that the proposed approach results in reduction of feature space without compromising accuracy. The 

results also shows that proposed approach performs better than some other feature selection 

approaches not only in terms of accuracy but also on the basis of larger reduction in feature space. 
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1. Introduction 

 

Today, the concept of big data and its analysis is widespread in modern science and business. 

In general data is generated by online sources, emails, logs, social networks, search queries, health data, 

mobile phone and different apps. Increase in the use of digital technology has resulted in production of 

large volume of data. Some facts about data explosion are mentioned below. 

• About 90% of the data of world produced today was created in the past 2 years [1]. 

• Total amount of data stored in world in year 2000 was 800,000 PB. But it is expected that 

this number reaches to 40 zettabytes (ZB) by year 2020 [1]. 

The low cost of data storage and ease of data capturing power such as barcode reader, credit 

card swipe make storage of data easy. This huge amount of data is useless till the mining and extraction 

of knowledge. Although, efficient online transaction processing (OLTP) systems are in place, for 

capturing and storing application specific data, but there exists vast value oriented, data mining 

opportunities on this data. There exists an inverse relation between data processing and data creation 

i.e. as the amount of generated data increases, the amount of data that is analyzed and processed 

decreases [2]. This increase in amount of data requires strong processing tools for knowledge extraction 

that makes knowledge discovery process easy. Analysis of data leads to good prediction which can be 

used to take better decisions. 

As more information is collected from different sources, the likelihood of working with high 

dimensional data increases. High dimensional data containing attributes in hundreds or thousands are 

normal now a days. For example genomic libraries contain the attributes in thousands but the mining 

of such a high dimensional dataset causes many problems. 

• Increase in the number of features causes increase in the computational cost of both 

supervised and unsupervised learning algorithms exponentially. 

• All the attributes are not relevant for particular problem. Some of them are not suitable for 

classification task, so need to be removed from feature set. 

Feature selection (FS) helps to overcome these issues by selecting relevant features and 

removing redundant and irrelevant features. It helps to decrease the dimensionality of feature space and 

computational cost as well. Filter, wrapper and hybrid are the main approaches used for selecting 

features. Filter approach selects the relevant features with the help of statistical analysis. It normally 

select the features without depending on any learning algorithm. Wrapper approaches are dependent 

on learning algorithms for removing irrelevant features. Learning algorithms help in evaluating the 

features and choose the optimal subset of feature. Whereas hybrid approach is combination of both 
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filter and wrapper approach. It ranks features according to filter part and use of algorithm comes in the 

category of wrapper part where irrelevant features are removed incrementally. 

Reduction in feature space results in improving accuracy, efficiency and scalability of 

algorithm. In recent years, different social networking techniques gain interest in selection of relevant 

features by removing redundant and irrelevant features from high dimensional datasets.  In our 

approach, we used network based techniques i.e. centrality measures for ranking features. Different 

centrality measures are used to find important nodes in a network. This ranking is done on the basis of 

properties of network. The feature having high value is most influential in a network and represents 

important information. These ranked features are step by step given to learning algorithms for selecting 

optimal subset of features. Different evaluation measures like accuracy and error rate are used for 

evaluating each subset of feature. 

The rest of the paper is organized as follows: Section II reviews the literature of feature selection 

methods. Section III presents the methodology used in this paper. The step by step method of selecting 

features is discussed in this section. Section IV evaluates the methodology. The results of four datasets 

are compared in Section V. Section VI conclude the work. 

 

2. Existing Work 

 

The process of feature selection comprises of four main steps i.e. subset generation, evaluation, 

stopping criteria and results validation [3]. The first step of feature selection involves searching of the 

feature space for the selection of subset that is most likely to predict the class of data provided. If there 

are N features then the possible subsets for N features are 2N. This exhaustive search of the feature 

space is suitable for small number of features but is impractical for large search space as there exist 2N 

possible subsets for N attributes. A more feasible approach to use for large number of N is heuristic 

approach as compared to exhaustive search but it doesn’t guarantee the finding of optimal subset [4]. 

Generated subset is evaluated on the basis of different evaluation measure. The different methods of 

evaluation are used in different approaches. Some criteria like classification accuracy and error rate are 

set to halt the algorithms. After selection of features’ subset, results are compared with other feature 

selection approaches for results validation. 

The process of feature selection can be categorized into four methods namely filter, wrapper 

and hybrid. This classification is based on the usage of machine learning algorithm in the feature 

selection process. 
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A. Filter Approach 

 

Filter based methods do not depend on any classification algorithm for feature selection and 

evaluate the relevance of features on the basis of properties of data. A ranking criteria is set to score 

the attributes and remove the irrelevant attributes on the basis of selected threshold. After removal of 

irrelevant attributes, the selected subset is given as input to classification algorithms. Different 

algorithms use different measures like distance, correlation, information gain and consistency to give 

weight to features and rank them for selection. In [5], relief algorithm was proposed, that used distance 

based metrics. In this algorithm, weight is given to features on the basis of statistical relevancy of 

feature with class. It did not handle the issue of redundant features and multiclass. To handle the 

problem of multiclass, Kononenko in [6] proposed a modified version of relief algorithm called               

Relief F. It was also capable of dealing with noisy as well as incomplete dataset. 

In [7], researchers proposed correlation based feature selection heuristic (CFS) for selecting 

relevant features. In this method subset of features are evaluated by selecting the subset having features 

that are not correlated with each other but are highly correlated with classes. Each feature is evaluated 

independently on the basis of its predictive ability and degree of redundancy. The comparison of results 

shows that the proposed method is many times faster than wrapper method. 

MRMR stands for minimum redundancy and maximum relevancy and was proposed by [8]. As 

its name implies, it tries to maximize the relevancy of features with target class and minimize the 

redundancy in each class.  Mutual information is used to find relevance between features and target. 

Filter based features selection methods are fast, scalable and are independent of learning 

algorithms. These properties result in one time selection of features and then evaluated with different 

classifiers [9]. The filter based methods generate general results and have lower classification accuracy 

due to lack of interaction with classifiers [9]. 

 

B. Wrapper Approach 

 

Wrapper based approach depends on supervised learning algorithm. Subsets of features are 

generated using any searching technique and then these subsets are evaluated on the basis of evaluation 

measures like classification error or accuracy by any supervised learning algorithm. The disadvantage 

is that it has overfitting risk as compared to filter approach and is computationally expensive [10].  

George et al. [11] were the first in using wrapper as a general framework for feature selection 

in machine learning. They presented definition of feature relevance and claimed that wrapper can 
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discover relevant features. In [4], the proposed method generates subsets using search engine and used 

classification algorithms for evaluating subsets. Accuracy was used for measuring performance with 

the help of decision tree and naïve bays algorithms. 

A new approach based on combination of Support Vector Machine (SVM) with Kernel function 

was proposed in [12]. The generated subsets are evaluated on the basis of classification error to identify 

best subset. Wrapper methods are considered computationally expensive but many experimental results 

show that performance of wrapper methods is better [13].  

 

C. Hybrid Approach 
 

Filter and wrapper based methods combine to give hybrid method. In this approach features are 

ranked using different measures as part of filter approach and then wrapper method is applied to select 

the desired number of features [14].  

In [15], statistical measures were used for ranking the attributes, based on relevancy. Top order 

attributes are then given to wrapper method, so that the required number of evaluations remains linear 

and results in reducing complexity of medical data classification. Similarly, [16] developed an 

algorithm based on hybrid approach called gene selection algorithm for selecting significant genes. 

Statistical approach is used to filter features and then these filtered features are fed to wrapper approach 

that results in recognition of significant genes causing cancer. 

In [17], artificial neural network input gain measurement approximation (ANNIGMA) was 

proposed. It ranks features with the mutual information (MI) and select the required subset using 

artificial neural network (ANN). A hybrid model for text classification was proposed in [18] that used 

information gain (IG), Mutual information (MI), Chi-Square and document frequency for ranking 

features and SVM and Genetic algorithm (GA) for selecting features. 

It is based on reducing computational time required for classification of different subsets which 

is done in wrapper methods. Hybrid approach takes the advantage of both the filter and wrapper 

approaches. Like filter approach they are less computationally intensive than wrapper approach and 

like wrapper approach they include interaction with classification model [19]. 

 

D. Graph Based Feature Selection Approach 

 

Graph mining has been used in different fields such as web, social sciences and bioinformatics. 

Researchers proposed different algorithms for graph clustering, graph classification, graph querying, 

finding motifs and dense pattern in a graph [20]. Out of these different fields, graph classification has 
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been focused greatly by researchers. The biggest challenge faced by researchers in graph classification 

is extraction of relevant features. Researchers used different graph based techniques along with other 

statistical measures for feature selection. 

In [21], social network based method for feature selection was proposed. The proposed method 

used combination of community detection algorithm and newly proposed centrality measures for 

feature selection. In [22], researchers proposed a graph based method for selecting features for 

improving medical diagnosis. They also used community detection algorithm for clustering features 

and selected the best representative features from each cluster using fisher score. 

In [23], Multidimensional interaction information (MII) is used for selecting subset of relevant 

features. Nodes in a graph represent features, and the relation between nodes is determined on the basis 

of similarity between features. Then they performed dominant set clustering for clustering the features. 

On each dominant set, apply MII criteria and select the top K features based on the value of incremental 

gain. 

In [24], consensus based clustering for feature selection was proposed. They proposed their own 

algorithm known as Best of-K (BOK) consensus clustering algorithm for finding the best partition. 

Page rank is a social networking technique used for selecting features [25]. Most of the feature 

selection techniques had been applied on supervised data as compared to un-supervised data. With the 

advancement in technology, amount of unsupervised data available on the web is large. It results in 

increase in interest in features selection for unsupervised data.  

Centrality measures are the most important measures used in social networking technique for 

finding influential node in a network. These centrality measures are used to rank features on the basis 

of their influence in a whole network. Different centrality measures like degree, betweenness, Eigen-

vector, and closeness centrality are used for finding influential node in network. But till now to the best 

of our knowledge, out of these centrality measures only Eigen vector centrality [26] is used in feature 

selection. In our work, we will consider other standard centrality measures for feature selection. 

 

3. Methodology 

 

Figure 1 shows the framework of our proposed approach. The process of selecting relevant 

features is divided into three main phases. In first step, all the features are represented in the form of 

network. After network construction, the second phase involves the application of social networks 

method for finding influential nodes in the network. For ranking nodes in a network, different centrality 

measures are utilized in this phase. This centrality measures ranks the features according to their 
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importance in the network. Last phase is the involvement of the machine learning algorithms for the 

selection of relevant features from the features’ set on the basis of evaluation measures. The final step 

of our approach is comparison of results of our proposed approach with other feature selection 

approaches. 

 

A. Network Construction 
 

After data selection, next step in our approach is the representation of features in the form of 

graph for feature selection. Feature selection is a part of data preprocessing stage. The increase in the 

size of data requires representation of data in efficient way for reducing complexity and making analysis 

easy. 

 

Fig. 1 - Framework of Proposed Approach 
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In graph of features, a feature is represented by a node. Two nodes are connected with each 

other if and only if they are similar. Different similarity measuring techniques are used to measure 

similarity between nodes. The network of features can be represented as G=< F, E> where F= {F1, F2, 

F3… Fn} are set of features and E represents set of edges between features. The value of Pearson 

correlation is used by different researchers [24] as an edge weight between two features and link is 

established between the vertices on the basis of similarity. The edge represents level of similarity 

between two features. 

Correlation is one of the common statistic measures for establishing the degree of relation 

between variables. The relationship between two variables varies from weak to strong or none. The 

strong relation between two variables F1 and F2 means that value of variable F1 can be used to predict 

the value of F2. If the relation between two variables F1 and F2 is weak then the known value of 

variable F1 doesn’t help to predict the value of variable F2. The four common types of correlation 

measures are [27]: 

• Pearson’s correlation: It is widely used correlation measure and is used to measure the 

strength of association between two continuous variables. 

• Spearman’s correlation: If the variables are ordinal then the spearman correlation is used to 

find association between them. 

• Point-bi-serial correlation: It measures the strength of relationship between two variables 

from which one is continuous and other is dichotomous. The variables having two values are 

termed as dichotomous variables. Gender is a dichotomous variable. 

• Phi (φ) correlation: If both variables are dichotomous then phi-correlation is used to find the 

strength of association between two variables [27]. 

The datasets we used in our study have continuous values. 

So for this purpose we used Pearson’s correlation measure as given in  

𝑟𝐹1𝐹2 =  
𝑁 ∑ 𝐹1𝐹2−(∑ 𝐹1)(𝐹2)

√[𝑁 ∑ 𝐹12−(∑ 𝐹1)2][𝑁 ∑ 𝐹22−(∑ 𝐹2)2]
                           (1) 

In the Equation 1, F1 and F2 represents two variables (attributes). Where 

N: Total number of values in data 

ΣF1F2: Sum of product of values of all pairs of variable  

ΣF1: Sum of all values of F1 variable 

ΣF2: Sum of all values of F2 variable 

ΣF12: Sum of square of all values of F1 variable 

ΣF22: Sum of square of all values of F2 variable 



 

ISSN: 2237-0722  

Vol. 11 No. 4 (2021) 

Received: 08.06.2021 – Accepted: 09.07.2021 

2984 

 

The value of r is used to determine strength of association. It lies between -1 and 1. Negative 

value of r indicates that the relation between variables is negatively correlated i.e. increase in one value 

results in decrease in other value. Positively correlated value shows that increase in value of variable 

results in increase in value of other variable and vice versa. On the basis of values of r, the strength of 

association is categorized into different groups [28]. 

• 0.00-0.19 “very weak” 

• 0.20-0.39 “weak” 

• 0.40-0.59 “moderate” 

• 0.60-0.79 “strong” 

• 0.80-1.0 “very strong” 

 

B. Features’ Ranking (Filter Part) 

 

After visualization of features in the form of graphs, the most informative features from set of 

feature list are selected by applying centrality metrics. The selection of a central node in different 

networks has different usage in different fields. In the process of feature selection, ranking of features 

come under the category of filter approach. We proposed hybrid approach which is combination of 

filter and wrapper approach. In the filter approach, for ranking features we are using graph based 

centrality measures. These centrality measures are helpful in finding influential node in network. 

Degree centrality (𝐶𝑑) is simplest centrality measure. It measures the number of edges going in 

or out from particular node. The degree centrality is simplest centrality measures. This advantage is 

due to the reason that it only considers the local structure of a node. Its limitation is that it doesn’t 

consider the global structure of a node. For example, though a node is connected to many other nodes, 

it might not be in a position to quickly reach to other nodes of a network to access resources, knowledge 

and information [29]. 

Closeness Centrality (𝐶𝐶) measures how close a node is to other nodes with respect to its 

position. It represents the closeness of a node to all other nodes of network or sum of the distance to all 

other nodes in the network in case of weighted graph. In unweighted network, smallest number of ties 

required to reach all other nodes are counted. A main disadvantage of this approach is that this measure 

cannot be applied to a network having disconnected component because distance between two 

disconnected nodes become infinite. 

The betweenness centrality (𝐶𝐵) of a node i is defined as number of shortest paths to all nodes 

that passes through node i divided by all possible shortest paths between starting and ending node. It is 
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used to measure how often a node lies between the nodes. It overcomes the problem faced in degree 

centrality by taking into account the global structure of a network. Global structure helps the node to 

reach towards other non-adjacent nodes of a network for accessing resources and knowledge while 

local structure only consider the nodes directly connected to particular node. 𝐶𝐵 could also be applied 

to a network having disconnected components which is the problem of closeness centrality. Although 

it overcome the issues of degree and closeness centrality but it is not free from limitations. Majority of 

the nodes in a network doesn’t come in any shortest path and results in same betweenness score of 0. 

We used 𝐶𝐵 for ranking the features as it considers global structure of a network and could also 

be applied to a network having disconnected components. 𝐶𝐵 controls the flow of resources within the 

network. So, the node having high 𝐶𝐵 will be more representative of many other nodes as it is included 

in shortest paths to majority of other nodes and deletion of a low ranked node will have less or no effect 

on the classification accuracy. This will results in most representative features at the end. According to 

[30], the problem we faced with 𝐶𝐵 is that majority of nodes doesn’t lie in shortest path to many node, 

so result in same C𝐵 of 0. To rank the features having same 𝐶𝐵, we used the weighted degree centrality 

measure as both centrality measures are highly correlated [31]. This will help in ranking those features 

having same 𝐶𝐵 score. 

 

C. Feature Searching 

 

Next step after features’ ranking is the selection of best subset of features that is representative 

of full feature set. Different researchers use different approaches for selecting features. Sequential 

forward (SFS) and Sequential backward (SBS) searches are simplest searching approaches. In SFS, 

search may start with empty set and in each iteration, a new feature is added in the subset. After adding 

feature in the subset, subset is evaluated on the basis of chosen evaluation criteria. It is also called as 

successive addition process. SBS is reverse of SFS approach. In this approach, search is started with 

full set of features and features are removed step by step on the basis of evaluation criteria. This 

searching approach is also called as successive elimination mechanism. In another approach called 

Bidirectional approach, searching starts from both ends where features are added to one side and 

removed from other side simultaneously. Although the sequential search strategy is simple and it has 

fast implementation but it doesn’t allow re- selection of removed features later i.e. once the feature is 

selected, it can’t be deleted from the subset as in SFS and if the feature is deleted then it can’t be re-

added like in SBS. This problem is called nesting effect. To overcome this problem, floating search 

strategy was proposed. This strategy allows re-addition of deleted feature and removal of already 
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selected features. The floating search strategy is computationally efficient and its performance has been 

found to be good as compared to other approaches [32].  For this reason, we use floating search strategy 

as it is good in comparison of other approaches in term of performance. We used classification accuracy 

as an evaluation measure. Accuracy is defined as the percentage of instances correctly classified by the 

classifier. Addition and deletion of a feature is determined on the basis of classification accuracy. If the 

addition of feature results in increase in accuracy then the feature is permanently included in subset but 

if it degrades the performance then it will be removed. Mathematically, it can be expressed as:  

{
Acc(S − {A}) > = Acc (S),        S − {A}

Acc(S −  {A} <  Acc (S),                 S
                          (2) 

In equation 2, A = a1, a2,….an, S represents full set of features, arranged according to ranked 

criteria. “A” represents individual element of set of feature. In different iterations, features are removed 

from the set on the basis of Function 2 and accuracy is determined with the help of classifier. If the 

deletion of a feature results in decreasing accuracy of a particular classifier, then the deleted feature is 

restored. But if the deletion of a feature results in increasing accuracy of classifier or the accuracy 

remains the same then the feature is considered irrelevant and removed from the feature set. After 

removal of a feature in current iteration, the updated subset S has 1 less feature as compared to previous 

iteration. 

 

D. Classification Algorithms (Wrapper Part) 

 

After ranking of features using centrality measures, the final features are selected using 

classification algorithm on the basis of some evaluation measure. The use of classification algorithm 

for feature selection comes in wrapper approach as it is dependent on classification algorithm for feature 

selection. Hybrid approach is combination of filter and wrapper approach, so it is also dependent on 

classification algorithm for selecting features. For wrapper part of our approach, we used two different 

benchmark classifiers namely decision tree, and K-nearest neighbor. These algorithms are chosen from 

list of top 10 most commonly used algorithms list [33].  

Decision Tree is flow-chart like structure, where the top most node of a tree is called root node, 

internal nodes represent features and leaf nodes represent the classes. On each internal node, condition 

is tested and results of condition are represented by branches that emerge from the node. The 

construction of decision tree is based on divide and conquers approach. A person having no technical 

knowledge of the process can even trace the flow of tree. Iterative Dichotomiser 3 (ID3), C4.5, 
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Classification and Regression Tree (CART) etc. are some popular decision tree based algorithms. We 

used WEKA’s J48 classifier that is implementation of C4.5 algorithm for our study. 

Decision tree algorithm is known as eager learner because when training data is given to 

classifier it builds classification model before giving test tuple for classification. They are ready and 

eager to classify unseen data. While k-nearest neighbors are known as lazy learner because they don’t 

build classification model when training data is given and wait for the test tuple. When lazy learner 

sees test tuple, it starts building classification model and classifies tuple. Lazy learner do less work 

when the training tuple is given and more work when test tuple is given so are also called instance 

based learner. The tuples in data having n attributes are represented in n-dimensional space. Every tuple 

of a dataset is represented as a point in n-dimensional space. When test tuple is supplied, it compares 

the test tuple with K- training tuples and selects the k-closest tuples from the dataset. These k closest 

tuples are called k-nearest neighbor. Closeness is defined in terms of distance. Different formulas are 

used for calculating distance between tuples. 

 

E. Evaluation Performance 

 

After building classification model, one is interested in determining how good the classifier is 

in prediction of class labels of test instances. Different evaluation measures are used by different 

researchers according to the requirements of the problem. The most common measure, used for 

estimating the performance of new instance is classification accuracy [34]. Accuracy and error rate are 

the main evaluation criteria used in this approach for selecting relevant features. Error rate defines the 

percentage of instances that are misclassified by the classifier. Feature selection is considered 

successful if the reduction in features does not deteriorate the accuracy or in simple words accuracy 

remains same or increase after deleting irrelevant features [34]. 

 

Table I - Datasets Description 
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Finally, results are compared with other FS approaches like Filter CFS (correlation based 

feature selection), Wrapper Subset evaluator, Hybrid IG (Information Gain) and Hybrid Correlation 

using WEKA. 

 

4. Evaluation 

 

A. Data Selection 

 

We used 4 different datasets in our study. The selection of dataset depends on the number of 

attributes. Benchmark datasets have been collected from UCI machine learning repository. Wine (< 15 

features), WDBC and ionosphere (> 15 and <50 features) and sonar (>50 and <100 features) datasets 

are used in this study. The detail of chosen datasets are mentioned in Table 1. 

Wine Dataset comprises of results of chemical analysis of wine cultivated in the same area in 

Italy. The dataset was collected from three different cultivars. It is a classification problem and the task 

is to classify the instance in either of 3 types depending upon the quantities of 13 constituents in each 

of three types of wine. WDBC Dataset is complete with 569 patterns and 30 different attributes. All 

attributes are continuous. These 30 attributes are computed from digitized image of fine needle aspirate 

(FNA) of a breast mass. They described characteristics of the cell nuclei present in the image.  There 

are two classes in this dataset i.e. malignant and benign. The task is to classify the cell into either of the 

two categories depending on the characteristic of nucleus. 

Ionosphere dataset comprises of 351 instances and 34 attribute without any missing value. All 

attributes are continuous. Ionosphere is a layer of earth’s atmosphere which contains high concentration 

of free electrons and ions. They have ability to reflect radio waves. The radar data was collected by a 

system in Goose Bay, Labrador. It target free electrons present in this layer. The signals are then 

categorized into good and bad. Good radar shows some type of structure in the ionosphere while bad 

doesn’t return any structure and their signals pass through the ionosphere. The task is to classify the 

instances as either good or bad depending on the signals received. Sonar dataset contains 60 attributes 

and 208 instances. The attributes are real. Task in this dataset is to discriminate sonar signals. The 

signals that bounced off a metal cylinder (Mine) are categorized as M and signals that bounced off a 

rock are categorized into R. 
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B. Feature Selection 

 

This section describes the step by step method of feature selection in detail on wine dataset. In 

the graph of Figure 2, 13 nodes represent 13 different features. The strength of edge between two 

features show level of similarity between them. The features having high correlation are highly 

connected and represented by edge having more weight. In this graph, high similarity exist between 

features 6 and 7 and the edge connecting these two features has high weight. 

 

Fig. 2 - Graph of Features of Wine Dataset 

 

 

Hybrid approach is a combination of filter and wrapper approach. Betweenness centrality (𝐶𝐵) 

measure is used for ranking the features which is part of filter based approach. The most influential 

node in a network will have high betweenness centrality and will be ranked first.  As the network is 

weighted, so we used weighted betweenness centrality value. 

Table 2 shows the betweenness centrality value of all features arranged in descending order. 

Node 13 has highest weighted betweenness centrality in the graph and is influential node of a network. 

The order of ranking is (13, 7, 4, 12, 10, 11, 1), where feature 13 has highest value and feature 1 has 

lowest value. Features (2, 3, 5, 6, 8, 9) have 0 centrality. It means, these nodes don’t lie in between 

shortest path of any node and results in 𝐶𝐵 of 0. So, it becomes difficult to rank such type of features. 

To overcome this issue, we chose degree centrality (𝐶𝑑) for ranking such types of features as 

degree and betweenness centralities are highly correlated. It means that both of these centrality 
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measures vary together.  All the features having 0 betweenness value are ranked again with respect to 

degree centrality and final ranking results are shown in Table 3. Now, the features, which were ranked 

0 by 𝐶𝐵 are ranked again according to 𝐶𝑑 and they are ranked as (6, 8, 9, 2, 3, and 5) where feature 6 

has given high rank and feature 5 is ranked lowest among features. After features’ ranking, irrelevant 

features are removed step by step by applying wrapper approach. 

Wrapper approach is dependent on classifier for selecting features. In our approach, we chose 

classification accuracy as feature selection criteria. The results of IBK and J48 classifiers for wine 

dataset are listed in Table 4. We started with full feature set, ranked according to centrality value and 

calculate accuracy. In first iteration, top ranked feature is removed and accuracy is calculated with the 

classifier and check the relevance of this feature according to Equation 2. In Table 4, for J48 classifier, 

removal of feature 13 results in decreasing accuracy, so the feature will be re-added in the subset. The 

removal of feature “7” in second iteration also results in decreasing classification accuracy, so this 

feature is also restored but in the third iteration, removal of feature 4 results in increasing accuracy and 

is removed from subset. Letter “R” is mentioned for removed features and “Re-add” for features 

included in final subset under the column “Status of feature”. This process continues till the last 

features. Final subset of feature only contains relevant features. In case of IBK, accuracy of 97.753% 

is achieved with 5 features (13,12,11,1,5) and in case of J48 classifier, accuracy of 96.067% is achieved 

with 3 features (13,7,10). 

 

Table II - Features Ranking According to CB Score of Wine Dataset 

 

 

Table III - Ranking Features of Wine Dataset 
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Full dataset of features and reduced dataset of features are tested by using WEKA’s classifiers 

namely decision tree and k-nearest neighbor. In WEKA, the classifiers used for k-nearest neighbor and 

decision tree are IBK and J48 respectively. All the parameters’ settings are default. With both 

classifiers, reduction of features results in increase in accuracy. In IBK, features are reduced from 13 

to 5 and achieve accuracy of 97.75%. Similarly, with J48 classifier feature size is reduced to 3 and 

accuracy achieved is 96.07% which is greater than accuracy of full dataset.  Error rate also decrease 

after removing irrelevant features. Results of these measures are shown in Table 5. 

 

Table IV- Selection of Relevant Features of Wine Dataset 

 

 

Table V - Performance of Proposed Approach on Wine Dataset 
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5. Results Comparison 

 

A. Classification Accuracy 

 

The results of proposed approach and other filter, wrapper and hybrid approaches are 

summarized in Table 6 and 7 using J48 and IBK algorithms respectively. Filter CFS is correlation based 

feature selection technique. This approach check for the features that are highly correlated with the 

class but have minimum correlation in between features. The algorithm used in WEKA for wrapper 

approach is Wrapper subset evaluator. The hybrid approaches used for comparison are hybrid CFS and 

hybrid information gain. In these approaches, features are ranked according to correlation and 

information gain respectively. After ranking features, machine learning algorithms are applied to 

remove irrelevant features. The asterisk sign in this table highlights the approaches having good 

accuracy against each dataset. 

The results shows that accuracy of wrapper approach is greater for some datasets because it is 

based on generating all possible subsets. Generation of all subsets results in high computational cost. 

The accuracy of filter approach is less than other approaches due to the reason that it doesn’t depend 

on classifier, so results in less classification accuracy. In case of J48, among hybrid approaches, for 

wine and ionosphere dataset, our proposed approach shows better results and for other two datasets 

results of hybrid correlation are better. In case of IBK classifier, our proposed approach gives better 

results for all datasets. The results depend on the choice and order of feature chosen, so it is difficult to 

tell the exact reason for the difference in accuracy. 

 

Table VI - Comparison of Accuracy of FS Approaches using J48 
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Table VII - Comparison of Accuray of FS apporaches using IBK 

  

 

Table VIII - Comparison of Number of features selected using J48 

 

 

B. Number of Features Selected 

 

The increase in size of data demands the powerful processing tool for extracting information 

from it. Each of the FS approach selects different number of features. The results in Table 8 represent 

the number of features selected by each approach using J48 classifiers. The asterisk sign is used to 

highlight the approach which selects less number of features. Although accuracy of wrapper approach 

is more than other approaches but the number of features removed by this approach are less as compared 

to other FS approaches discussed in this paper. CFS is independent of learning algorithm, the number 

of features selected in case of sonar dataset are less but the accuracy is also low i.e. 78.3654% as 

compared to other approaches. Among hybrid approaches, our approach selects less number of features 

for wine, ionosphere and sonar dataset but for WDBC, hybrid IG approach selects less features i.e. 8. 

On an average, for all the four datasets, our proposed approach selects less number of features that is 

12. 

Table 9 shows the number of features selected by each FS approach using 4 different datasets. 

The classifier used is IBK for selecting relevant features. The accuracy of wrapper subset evaluator is 
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greater than other FS approaches but according to Table 9, number of features removed by this approach 

is less. For WDBC, ionosphere, and sonar dataset, the CFS approach removes more features but the 

accuracy achieved for this approach is low. Among hybrid approaches, the number of features removed 

by our approach is more than other two hybrid approaches. Our proposed hybrid approach selects less 

number of features among wrapper and other two hybrid approaches. While among all approaches, 

CFS selects least number of features by compromising the accuracy value. We can conclude from our 

results that ranking obtained from graph based centrality measures can perform better than the ranking 

obtained from statistical measures like information gain, correlation etc. as our graph based approach 

performs better than other two hybrid approaches in most of the cases. 

 

Table IX - Comparison of Number of features selected using IBK 

 

 

6. Conclusion 

 

Feature selection is an important pre-processing step for removing irrelevant data. Removal of 

irrelevant data helps to reduce computational complexity problem which data scientists has to face due 

to data explosion. It also helps the analyst to focus on only relevant features by ignoring the irrelevant 

features. This work proposed a graph based method for selecting relevant features. The method 

comprises of three main phases including representation of features in the form of graphs, calculation 

of centrality measures for ranking features and the last phase includes the use of learning algorithm for 

the removal of irrelevant features. Decision tree and nearest neighbour algorithms were used for 

calculating relevancy of features on the basis of accuracy. Finally after features were selected, the 

results of proposed approach were compared against four other feature selection approaches. The 

results show that in most cases, the filter base feature selection approach results in removal of more 

features but with the compromise on accuracy. Its accuracy was found less than all other approaches 
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discussed in this study. Use of learning algorithm increased the accuracy of wrapper approach and the 

number of selected features was greater in this case. It has been found that graph based feature selection 

approach results in deletion of large number of irrelevant features than other two hybrid approaches 

and also the classification accuracy achieved was better than other hybrid approaches and filter 

approach studied in this work. So, it can be concluded that graph based measures can also be used in 

the process of feature selection without compromising the accuracy and can perform better than other 

approaches. 
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