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Abstract 

Aim: Improving the performance of Human Activity Recognition based on information sensed by 

wearable devices. Materials and methods: In this study we have considered two groups namely forest 

optimization with sample size of 1408 and deep ensemble techniques with sample size 1408 (Kane, 

Phar, and BCPS n.d.). Accuracy was computed for the dataset size of 9673 to recognise six various 

human activities (walking, jogging, standing, upstairs, sitting, downstairs). Result: It was observed 

that the forest optimization algorithm obtains accuracy as 96% and loss as 14%. Forest optimization 

technique appears to have better significance than deep ensemble technique with value of p=0.000. 

Conclusion: The result proves that forest optimization approaches with varying seed value have 

significant improvement in human activity recognition. 
 

Key-words: Machine Learning, Activity Recognition, Time Axis of Signals, Magnitude, Automated 

Human Activity Recognition System, Entrepreneurship. 
 

 

1. Introduction 

 

Human Activity Recognition is the process of observing the series of actions carried out by 

people in various environmental conditions (Zhu et al. 2019). Human Activity Recognition based on 

information sensed by Wearable devices was the classification of accelerometer sequence data. It 

focuses on selection of various Activities based on features extracted from accelerometer data and 

segmentation of time series data. (Twomey et al. 2018) It was considered to be important as assistive 

technology for eldercare and healthcare. It helps to identify the person, their personality and 
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psychological state. The Human Activity recognition systems are applicable in (Sukthankar et al. 

2014)smart home sensor systems, Healthcare monitoring,(Ahad, Antar, and Ahmed 2020) Monitoring 

and surveillance systems for Indoor and Outdoor Activities. 

This study also specifies the methodologies that can have a good impact on entrepreneurship. 

An entrepreneur can introduce these human activity recognition techniques as an automated system 

and process the same to business, which have a great influence in health care. Predicting the patient 

problems and necessities through online are too demanding for physicians, however, the development 

and use of automated human activity recognition systems can help in monitoring the patient’s health 

closely and reports doctors in identifying health risks of the specific person and to recommend 

preventive measures through online. 

Nearly all 10 articles related to Human Activity Recognition using Wearable devices have 

been published in pubmed and 6 articles published in IEEE Explorer in over the past five years. 

(Sansano and Sansano, n.d.) proposed machine learning-based techniques for indoor localization and 

human activity recognition through wearable devices with the outcome of accuracy rate 82% and loss 

was 21%. (Z. Mohammed 2017; Pirttikangas, Fujinami, and Nakajima 2006) proposed human 

activity recognition using deep ensemble technique of data collected from wearable devices with the 

outcome of Accuracy 85% and loss was 22%. (Gupta and Dallas 2014) proposed human activity 

recognition using ensemble technique of wearable sensor data with the outcome of Accuracy 72%. 

(Guo et al. 2019) human activity recognition using multi classifier hierarchical fusion model based on 

entropy weight with outcome of accuracy 59% and loss was 36%. (Brophy et al. 2018) proposed 

Machine vision approach to human activity recognition using photoplethysmography sensor data with 

the outcome of low accuracy 62% and loss in 29%. (Gupta and Dallas 2014; Ghasemzadeh et al. 

2015) proposed power-Aware computing in wearable sensor networks with the outcome of an 

optimal feature selection. (Chen and Chen 2015) proposed novel wrapper method for human activity 

recognition for feature selection and its applications with the outcome of archived accuracy rate was 

59% and the loss rate was 32%. (Ghasemi and Pouyan 2016) human activity recognition in ambient 

assisted living environments using proposed convex optimization problem with outcome of Accuracy 

rate of 76% and loss 32%. (M. Mohammed, Khan, and Bashier 2016) machine learning : with 

proposed Algorithms and Applications with the outcome of a proved theoretical approach. Overall 

the best study article was (Sansano and Sansano, n.d.) proposed machine learning-based technique for 

indoor localization and human activity recognition through wearable devices with the outcome of 

accuracy rate was 82% and loss was 21%. 
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Previously our team has a rich experience in working on various research projects across 

multiple disciplines (Sathish and Karthick 2020; Varghese, Ramesh, and Veeraiyan 2019; S. R. 

Samuel, Acharya, and Rao 2020; Venu, Raju, and Subramani 2019; M. S. Samuel et al. 2019; Venu, 

Subramani, and Raju 2019; Mehta et al. 2019; Sharma et al. 2019; Malli Suresh Babu et al. 2019; 

Krishnaswamy et al. 2020; Muthukrishnan et al. 2020; Gheena and Ezhilarasan 2019; Vignesh et al. 

2019; Ke et al. 2019; Vijayakumar Jain et al. 2019; Jose, Ajitha, and Subbaiyan 2020). Now the 

growing trend in this area motivated us to pursue this project.  

Most of the research in Human Activity Recognition has been done based on the depth 

sensors, as it becomes more popular due to low cost and high sample rate while comparing the 

effectiveness of the existing system such as robust and expensive. The lacunae in the existing 

research was inadequate accuracy rate in recognising human activities due to the shadows and 

illumination changes or alleviated by the acquisition of the depth channel. And this recognition still 

persists for depth sensors such as occlusion as well as limitations of sensors. The Aim of study was to 

improve recognition rate of human activities using forest optimization algorithms of data collected 

from wearable devices. 

 

2. Materials and Methods 
 

The study setting of the proposed work has been done in our university. Two classifier groups 

identified for this study namely Forest Optimization and Deep ensemble Technique. 

 

Data Description 
 

This Dataset used for the experiment was collected from UCI-REPOSITORY (“Human 

Activity Recognition” 2013). The dataset consists of human activity signals that was carried out in 

thirty volunteers of age ranging between nineteen and thirty five. Human activities considered namely 

(Walking, sitting, jogging, standing, running). The classification has been done based on the features 

Time Axis of Signals, Time domain and frequency domain. In this Time includes (Mean, Median, 

variance), frequency includes wavelength Analysis. The G-power was calculated as 0.8 for the given 

data samples. The sample size was computed as 2816 for two groups 

 

Deep Ensemble Technique 
 

Deep Ensembling tense to explore distinct methods in function space, and it observes the 

training networks individually with random initialization. (Twomey et al. 2018)  
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Step 1: Dataset identified and preprocessed. 

Step 2: Dividing the dataset into training and test sets with 80% and 20% respectively. 

Step 2: Construction of Deep Ensembling Model 

i. Apply Bootstrapped samples randomly to the original dataset with replacement. 

ii. Diverse classifiers are trained on each of these different subsets of the original dataset. 

iii. Aggregation all the predictions of every base model. 

iv. Several classifiers are combined to predict the output of a final model and use the 

probability score of all the base learners. 

Evaluate the final prediction of the ensemble models. 

 

Forest Optimization Algorithm 

 

Random Forest Optimization was an ensemble learning technique, which formulates the 

nodes and levels of the decision tree while training the model and predicts the output. It performs 

good in non-linear data and also reduces over fitting. 

In this experiment forest optimization technique was used and the parameter was tuned by 

varying the random seed value to improve accuracy. The accuray value varies with respect to the 

random seed number, and performs prediction. 

Step 1. Initialize forest with 0-Aged people 

Step 2. Local seeding on 0-Aged trees 

Step 3. population limiting and form the candidate population 

Step 4. Global seeding on the selected trees from the candidate population. 

Step 5. Update with best activity recognition. 

Step 6. Stop the condition. 

Step 7. Evaluate the final prediction rate. 

The proposed work uses Google colab cloud platform for testing forest optimization and deep 

ensemble technique. Where Google colab is an online browser based platform which helps to train 

and test models. The testing setup has Runtime type-GPU’S (12 GB of V-RAM, intel xeon processor 

with course @2.20 GHZ and 13.GB RAm). The testing procedure as follows  

1. Forest optimization is constructed by varying the input samples to the decision tree in 

forest. 
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i. Dividing the population of forest into sub-population 

ii. Sub-populations are generated by KNN Algorithms. 

iii. Population size randomly varies. 

2. Generate and train the model. 

3. calculate the average Accuracy. 

In this experiment Sample size was computed using various baseline scenarios for the control 

group of two. The input data of size 9673 was considered and they were classified into 6 classes 

namely walking, standing, sitting, jogging, getting down stairs and upstairs with accuracy of 96%. 

We have used a dataset from UCI repository, which was already preprocessed.  

All analyses are conducted using SPSS(statistical package for social and sciences) for the 

experiment. Descriptive statistics(Mean, standard deviation, standard error) is carried out for forest 

optimization and deep ensemble technique. The independent variables are time axis of signals, hidden 

correlation between neighbouring signals, time-domain and frequency-domain, where time-domain 

includes mean, median, variance, and frequency domain includes wavelet analysis. The dependent 

variables were walking, upstairs, standing, sitting, jogging, downstairs.  

Independent t-test is performed to compare the performance of an algorithm. Based on 

Analysis done it has been proved that Accuracy rate was improved. Therefore in this comparison 

forest optimization algorithm Accuracy (96%) appears to be better than deep ensemble technique 

(87%) 

 

3. Results 

 

For the first time, we conducted a comprehensive review of recent action recognition 

frameworks based on semantic information. Pose, poselet, object/scene meaning, and attributes are 

added as part of a semantic space. We explore how semantic representations capture essential 

information and are immune to visual changes. 

Table-1 represents that tabulation of accuracy for forest optimization and deep ensemble 

technique with varying the seed value randomly. The software package That used for statistical 

Analysis in this experiment was SPSS. 
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Table 1 - Predicted Accuracy of Human Activity Recognition (Forest optimization accuracy 0f 96% and Deep ensemble 

technique accuracy of 87%) 

S.NO Random Seed Value  Accuracy of Forest 

optimization (%) 

Deep Ensemble 

technique (%) 

1 37 90 82 

2 45 96 73 

3 42 92 82 

4 28 89 86 

5 36 86 87 

6 24 85 84 

7 29 81 85 

8 32 87 83 

9 20 81 81 

10 22 84 82 

 

Table-2 represents By the average of two algorithms standard mean values have been defined 

in Group Statics. The mean value of forest optimization appears to be better mean=86.8.  

 

Table 2 - Group statics results (Mean of Forest optimization 86.8 was more compared with Deep ensemble technique82.5 

and std. Error Mean for Forest optimization was 1.33 and Deep Ensemble was 1.22)  

Group N Mean Std. Deviation Std. Error mean 

Accuracy forest optimization 

 Deep ensemble 

10 

10 

86.8000 

82.5000 

4.21110 

3.86580 

1.33167 

1.22247 

Loss forest optimization 

 Deep ensemble  

10 

10 

35.8000 

45.2000 

10.84025 

7.71434 

3.42799 

2.43949 

 

Table-3 represents the significance value was given in the Independent Sample test. The 

significance value p=0.000 which was less that value p=0.005(p=0.000>0.005). This Analysis was 

done by comparing the forest optimization and Deep ensemble technique with the Accuracy value for 

varying seed value randomly.  

 

Table 3 - Independent Sample T-test Result was applied for dataset fixing Accuracy as 96% and level of significance as 

0.05 (Forest optimization appears to perform significantly better than deep ensemble technique, with the value p=0.000)  

 

Levene’s Test 

for Equality of 

Variances 

 T-test for Equality of Means 

F sig t df 
sig(2-

failed) 

Mean 

difference 

Std.error 

difference 

95%confidence interval 

of the difference 

lower upper 

Accuracy Equal 

variances 

 Assumed. 

 Equal variances  

 Not Assumed 

.628 0.10 

2.379 

 

2.379 

18 

 

17.870 

.000 

 

.001 

4.30000 

 

4.30000 

1.80770 

 

1.80770 

.50216 

 

.50018 

8.09784 

 

8.09982 

Loss Equal variances 

 Assumed. 

 Equal Variances 

 Not Assumed 

.815 0.20 
-2.234 

-2.234 

18 

 

16.255 

.000 

.001 

-9.40000 

-9.40000 

4.20740 

 

4.20740 

-18.23942 

-18.30793 

-56058 

-49207 
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In fig-1 the graphical representation of Accuracy for train and test data of human activity 

recognition using forest optimization. The outcome percentage of the training set was 70% and 

testing was 30%. In that graph the blue colour graphical line represents the train and pink colour 

represents the test. 

 

Fig. 1 - Accuracy percentage of with train and test data(Forest Optimization Algorithm) 

 

 

Fig-2 Box Plot graphical representation of the comparison of mean accuracy of Forest Optimization and Deep Ensemble 

Technique. The mean Accuracy of forest optimization appears to be better than Deep ensemble technique and the standard 

deviation of forest Optimization appears to be better than Deep ensemble technique. X Axis: Forest optimization vs Deep 

ensemble technique Y Axis: Mean Accuracy of detection ±1 SD 
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In fig-2 the box plot graph represents the comparison of accuracy of forest optimization with 

deep ensemble technique. Forest optimization got the most consistent result than deep ensemble 

technique. There was a statistical significance between forest optimization and deep ensembling 

algorithm where it has p=0.000 for independent sample t-test. since the forest optimization technique 

appears to give better accuracy than deep ensembling for human activity recognition. 

 

4. Discussion 

 

In this study it was observed that Random forest optimization Algorithm proves to have better 

Accuracy (96%) than Deep ensemble Technique (Accuracy-85%). 

Most of the research used various classification algorithms for human activity recognition like 

(Pirttikangas, Fujinami, and Nakajima 2006) achieved 72% of accuracy in recognising the human 

activities using deep ensemble technique. (Munoz-Organero 2019) outlier detection in wearable 

sensor data for HAR based proposed DRNNs with the outcome of 79% accuracy.  

(Nweke et al. 2018) analysis of multi-sensor fusion for mobile and wearable sensor fusion for 

wearable sensors based human activity recognition with the outcome of 82% accuracy.  

(Cai, Yang, and Zhang 2014) real-time physical activity recognition using a single triaxial 

accelerometer based on HMM with the outcome of accuracy 84%. (Ghasemzadeh et al. 2015) power-

Aware computing in wearable sensors networks for an optimal feature selection with the outcome of 

archived accuracy rate was 86%. (Ghasemi and Pouyan 2016) proposed human activity recognition in 

ambient assisted living environments using a convex optimization problem with the outcome with 

accuracy of 81%. (Valentin 2014) Gestural activity recognition for canine-human communication 

with the outcome of accuracy 82% and loss was 59%. (“Human Activity Recognition” 2013) 

proposed human activity recognition using deep ensemble technique with the outcome of accuracy 

84% and loss 43%. It can be implemented for analysis human activity recognition in wearable 

devices Detecting the recognition of human activities using forest optimization with a modified 

proposed system with many sensors like wearable devices which can be used in healthcare 

monitoring systems, smart home appliences etc. were some of new findings. And many cited 

literature used algorithms got less accuracy than forest optimization. Forest optimization was used for 

human activity recognition in surveillance and monitoring of health care systems.  

Our institution is passionate about high quality evidence based research and has excelled in 

various fields ((Vijayashree Priyadarshini 2019; Ezhilarasan, Apoorva, and Ashok Vardhan 2019; 
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Ramesh et al. 2018; Mathew et al. 2020; Sridharan et al. 2019; Pc, Marimuthu, and Devadoss 2018; 

Ramadurai et al. 2019). We hope this study adds to this rich legacy.  

The limitations of this study include each person’s place, distance, location, and date and time 

of the performance of an activity where the person done was not well defined. The future scope of 

Human activity recognition can benefit various applications such as health care monitoring services 

and smart home applications. Many sensors have been utilized for human activity recognition such as 

wearable devices. 

 

5. Conclusion 

 

Human activity recognition for the data collected from wearable devices using forest 

optimization algorithms has obtained the accuracy of (96%), which appears to perform better with 

varying the seed values. The highest mean value of forest optimization was 86.8%. In order to 

improve the mean recognition rate scale invariant and local dependence of sensor variables are to be 

considered in future. 
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