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Abstract 

The rapid growth in data volumes and the need to integrate data from various heterogeneous 

resources bring to the fore the test of making the efficient detection of the duplicate copy of records in 

databases. Various ways have been proposed in recent days to address the problem; however each 

technique has one or more flaws that prohibit it from being successfully implemented. For this task, 

we offer an online machine learning method that incrementally learns a composite similarity function 

based on a linear combination of basic functions. The proposed work suggests an approach to 

improve the accuracy of the duplicate record detection process which when used in combination with 

two other concepts of text similarity and edit distance leads to a well filtered data. This paper 

advocates to usage of X - Query extension functions for XML data cleaning application scenarios, 

and detail the implementation on top of an existing X-Query engine. The quantitative measures of 

common elements in medical records are considered in this article, and fuzzy logic is used to link to 

language notions. Duplication Detection and Incompleteness Resolution (DDIR) approach has been 

proposed to improve the quality of the end users’ data. Record Linkage and Weighted Component 

Similarity Summing (WCSS) approach are used to detect and remove the duplicate records. The fuzzy 

logic framework is a powerful tool for dealing with linkage issues. The described multiple valued 

logic method could be used to solve similar problems in different databases. The normalized URLs 

are tokenized and pattern tree is constructed. 
 

Key-words: Big Data, Data Integration, Data Quality, Duplication, Data De-duplication, Machine 

Learning Clustering, Trigrams, Similarity. 
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1. Introduction 

 

Databases play important role in contemporary digitalized world where emphasis is on 

encouraging paper less alternatives. A number of organizations require quality data for critical 

decision making like various entitlements, concessions or may it be a distribution system. [1] Data 

mining assists both technologists and technology users in lowering costs and increasing profits. 

Furthermore, data mining is one of the most effective analytical methods for analyzing, categorizing, 

and summarising data [2]. Multiple legacy and information systems support the health-care system's 

health-care providers. Because of the poor design of the information systems, they enable the 

integration and simplification of healthcare delivery processes in order to improve quality. The 

adoption of comprehensive information systems in the health care system has proven to be a route 

wrought with risks and perils. database management systems and poor performance [3]. Historically, 

one of the most studied examples of record linking has been establishing if two database records for a 

person correspond to the same person, which is a crucial data cleaning step [4]. Prior to data mining, 

it is required to improve the quality of data in a data warehouse.  process. For various goals, a variety 

of data cleansing techniques are used [5]. Record duplication is the process of detecting these various 

versions. In general, duplicate records have a higher resemblance than random pairs of records [6]. 

Furthermore, many record linkage tasks, such as product normalisation, require many fields to be 

connected. These records could be pre-structured, or the fields might have been derived from a 

written description [7]. 

 

Figure 1 - Structure of Similarity Measures 
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2. Related Works 

 

Block-level compression on individual database pages is the most prevalent way operating 

DBMSs minimize data storage space. When pages are evicted from memory and written to disc, 

MySQL's InnoDB, for example, can compress them [3] [8]. 

The framework for this essay is the fuzzy logic approach process. A set of general domain-

independent transformation functions is given in the framework to reconcile the various text formats 

of attributes or fields in records [9]. Data mining is used by Blockbuster Entertainment to recommend 

products to customers based on their video rental history in its database, which uses point-of-sale 

transaction data and saves it in its data warehouse [10]. To deal with the huge query, it employs hash. 

The notion that new data is constantly becoming accessible as product offers is a significant aspect of 

the product normalization domain offers arrive from merchants [11]. Simultaneously, a tiny 

percentage of inbound product offers have the Universal Product Code (UPC) feature, which 

uniquely identifies items functions across different offer fields [12].  The weights of basic functions 

in the linear combination are learned from labelled training data using a variant of the voted 

perception approach [13], which is very efficient for enormous volumes of streaming data in an 

online learning scenario. And, with the text, the duty of locating duplicates and near duplicates 

becomes even more critical, as every scholarship scheme has a limited number of sheets that must be 

filled with these types of data, and no one may earn two scholarships at the same time [14].  The 

efficiency of the sorted neighborhood method comes from sliding a window across the dataset and 

comparing just records within that window. The authors propose using XML parent and child 

relationships to compare objects, and applying the windowing methodology in a bottom-up manner to 

detect duplication at each level of the XML hierarchy [15]. 

 

3. System Architecture 

 

A framework was proposed to perform data transformation, duplicate elimination and multi-

table matching with a set of purposely designed macro-operators [16]. Other characteristics to 

consider are the number of in-links minimum hop distance and the number of out-links minimum hop 

distance. Source Selection: The statistically based rating aids in the selection of a source URL. The 

proposed work's fundamental flaw was that it increased the number of unstructured files and crowded 

the name space, which addressed the de-duplication issue utilizing the Uniform Resource Locator 

[17]. 
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We offer a novel application domain of product normalization for comparison shopping as an 

example of the record linking problem in a data stream scenario. 

 

Figure 2 - Overview of System Architecture 

 

 

We have captured the data via online and offline mode in form of excel sheets there are 

possibilities of data inconsistency in case of data being collected like typographical errors while 

typing in excels while typing for district name it may be mistyped due to human error. [18]. The 

URLs are parsed for host-specific tokens and delimiters. The source and target URLs are chosen 

when pair-wise rule creation is completed. Machine learning is used to fine-tune the rules using the 

generalisation methodology [19]. The results are precise and duplicative-free. The suggested system's 

basic modules are as follows: 

 

Figure 3 - Modules of Proposed System 
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URL Dataset Visualization: To achieve data duplication, the work involved two sets of data. 

It is well recognised that data sets, both small and large, can be used for experimentation. These 

datasets either contain the URLs of a large number of websites or the URLs of a large number of web 

pages. 

1. Tokenization: From the supplied standard delimiters, the protocols, hostnames, query 

arguments, and path components are also extracted. The URLs in the datasets are used to 

create clusters first. Then, from the URL clusters created in the preceding phase, anchors 

are chosen. 

2. Clustering: Clustering is the process of forming clusters using URLs. Module 3's first step 

is to build the cluster, which is then sent to the rule generalization module. 

3. Pair wise rule generation: The pair wise rule generation module is used to generate pair 

wise rules from duplicate cluster URL pairs. This module lays forth the transformational 

rules. 

4. Rule generalization: The cluster groupings were chosen. A key is chosen from the cluster 

that was previously picked. Knowing that all keys contain information gains, the key 

selection is made by examining the key's maximal information gains. 

Comparison: This is the final step in presenting users with non-redundant duplicated data. 

The number of duplicated data is evaluated using two data sets. 

 

4. Algorithms XML 

 

Data Cleaning 

 

Relatively to the process of XML Data Cleaning is possible to create a methodology which 

ensures the cleaning of XML data sources [20]. In relational databases it is possible to ensure the data 

cleaning of relations ensuring the cleaning of theirtuples of their attributes are resolved. Since the 
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XML structure varies depending on the data source the methodology for XML data cleaning must be 

different and has to take into account the hierarchical structure (tree based) of XML data[21]. 

 

X-Query Extension Functions for Data Cleaning 

 

These functions return a normalized value for a given field depending on its type separate 

class of functions into two sub- groups: those that handle basic types and those that handle complex 

entities, such as addresses phone numbers, city and country names, and zip codes [22]. These 

functions return the most similar entry in a dictionary for a given input word. The following 

functionalities were supplied. . They are applied to a set of values of the same type and return a single 

value. They are useful when we need to merge or consolidate data records. 

 

Training the Composite Similarity Function 

 

To identify co-referent records, each candidate pair of records must be classified as either co-

referent pairings M or non-equivalent pairings U. Given a domain ∆R from which each record is 

sampled and a set of K similarity functions fk:∆R 

× ∆R → R that operate on pairs of records, we can produce a pair-space vector xi ∈R K+1 for 

every pair of records (Ri1, Ri2): xi=[1,f1(Ri1,Ri2),...,fK(Ri1,Ri2)]T. By classifying the associated 

feature vector xi and interpreting classification confidence as similarity, any binary classifier that 

returns confidence scores can be used to assess the overall similarity of a record pair (Ri1,Ri2). 

 

Algorithm: Averaged Perceptions Training 

 

Input: Training set of record pairs {(Ri1, Ri2,yi)}, y ∈ {−1, +1} number of epochs T 

similarity functions F = {fi(·, ·)} K i=1 

Output: Weight vector αavg = {αi} K i=0 

 

Algorithm: 

Initialize αavg = α = 0 

Initialize xi = [1,f1(Ri1 ,Ri2 ),...,fk(Ri1 ,Ri2)] 

fori = 1...M For t = 1...T For i = 1...M 

Compute ˆyi = sign(α · xi) 
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If ˆyi 6= yi α = α + yixi αavg = αavg + α αavg = αavg T·M 

Other loss functions, such as log-loss llog(xi,yi) = ln(1 + exp(yi • xi), are used in the 

algorithm. Because changing the loss function did not result in a qualitative change in final 

performance on the linking task in our studies, we only publish findings using hinge loss. 

 

5. Results 

 

We have examined the proposed solutions output for the smaller data set /training dataset to 

set our threshold parameter values for similarity score and normalized edit distance. Then we have 

executed proposed algorithms to the nearly crore datasets and we are able to identify the lacs records 

that are near duplicates. The suggested pair wise rule generalisation strategy outperforms the previous 

techniques. The efficiency of the system is defined as the degree of compatibility of the system with 

the targeted issue as measured against multiple datasets. 

 

Figure 4 - Performance Comparison 

 

 

Choosing when to cease further cluster merging so that the residual clusters may be reported 

as groupings of co-referent data is an important part of the hierarchical cluster merging stage. The 

measure of achievement of a certain task when compared to past achievements is called performance. 

The new method's performance is compared to that of the existing approach. 
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6. Conclusion 

 

This work has presented an algorithm for overcoming the issue of inconsistent data and 

detecting the near duplicates withan advance approach. Due to the high quantity of duplication 

present in the web, crawling relevance and indexing, two crucial components of Internet search via a 

search engine, have been affected. This is a serious problem for consumers of internet search engines. 

Because there is so much duplicated data created even by autonomous users, duplication has become 

a need.  In the process of obtaining unique URLs, the methodology is unique. The data from two 

different data sets is compared and the duplicated data is examined. The uniqueness weight of an 

attribute is calculated using decision tree learning for matching rules generation by dividing the total 

number of unique attribute values contained in the attribute set by the total number of values for that 

attribute set. We discovered that linkage methods that examine the similarity of numerous pairs of 

records at the same time perform much better than a pair-wise technique in which each linkage choice 

is made separately. We discovered that linkage approaches that assess the similarity of numerous 

pairs of records at the same time perform much better than a pair-wise technique where each 

connection is considered separately decision is made in isolation. Another work done in the future to 

improve the results generated by the data cleaning programs implemented withthe data cleaning 

library, is the support for user feedback and the interactive cleaning. 
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