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Abstract 

In this paper, we propose a low complex block level correlation and registration for Video Frame 

Interpolation (VFI) algorithm. The proposed method finds the correlation between the corresponding 

non-overlapping blocks. The correlation coefficients indicate the amount of similarity between the 

blocks. Using the median of correlation coefficients as threshold, the blocks are blended using image 

registration process. Compared to existing block based Motion Compensated Frame Interpolation 

(MCFI) methods, proposed algorithm is a low complex algorithm. In the proposed, there is no need 

of Motion Estimation (ME), smoothing of unreliable Motion Vectors (MVs) and Motion Prediction. 

Extensive experiments are conducted on various benchmark video sequences. Subjective assessment 

shows that the artefacts like blocky artefacts, holes, blurry artefacts, and ghost effects in MCFI are 

overcome by this algorithm, as there is no ME, preserving the true motion of the object to a greater 

extent is possible. The metrics PSNR (Peak Signal to Noise Ratio) and SSIM (Structural Similarity 

Index Metric) provide the objective assessment. 
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1. Introduction  

 

Over the recent decades usage of Video technology has grown enormously. To transmit video 

frames over the band limited channels, every alternate frame is skipped, remaining frames are 

encoded, and then transmitted as per video coding standards viz., H.264/AVC and H.265/HEVC. One 

of the steps in encoding process employs skipping of the frames which are then reconstructed at the 

decoder on the receiving side. The process of reconstruction at the receiver is Frame Interpolation 
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(FI). The FI technique uses the previous and the next, temporally related frames. The previous and 

next frames are partitioned into a group of pixels, called Macro Blocks (MB). The frame to be 

interpolated is reconstructed using the blocks from these previous and next frames. The motion of the 

objects between either block relates MBs to each other in the frame. The Block Matching Algorithms 

(BMAs) estimates the relationship in best matching process. The motion is represented by the Motion 

Vector (MV) for a particular block. Combination of Motion Vectors (MVs) of all blocks in a frame is 

Motion Estimation (ME). The frame is interpolated using ME. Popularly there are many techniques 

of FI that use ME. These are known as Motion Compensated Frame Interpolation (MCFI) techniques. 

Non-MCFI techniques are available in literature. The functions of decoder are (1) validating the 

received MVs, (2) identifying the correct MVs and (3) correcting the errored MVs normally known 

as smoothing of MVs. All the MCFI techniques work on improving the validity and correction of 

received MVs. Artifacts like blurring, ghost effects, holes, incorrect occlusions occur if there is an 

error in MVs. The artifacts are minimized by smoothing MVs. 

Besides BMA, ME at the decoder is proposed to estimate MVs for smooth Motion Vector 

Filed (MVF). The Motion Vector Processing (MVP) techniques remove the outliers by refining MVs. 

The MVP results better in smaller regions where motion is smooth and regular. In BMA with MCFI, 

a single pixel can pass through multiple trajectories or none, resulting overlapped regions and holes in 

the interpolated frames, respectively. Many researchers worked at pixel level transformations for an 

interpolated frame by super imposing or blending of images. Optical flow method, one of the 

methods for identifying the flow field in images has also been used and proven better than many 

MCFI methods. This technique is highly computational complex. 

Motivated to reduce computational complexity and utilize block level correlation, we propose 

this algorithm. Our algorithm cross correlates corresponding blocks and blend the selected blocks 

through registration. In Section-2 we discuss in detail about our proposed method. In Section-3, we 

discuss about the Subjective analysis and Objective analysis. 

 

2. Proposed Algorithm 

 

In our method, first we adopted block level correlation, second a threshold from correlation 

coefficients is selected and third based on correlation threshold blending of corresponding blocks is 

performed by registration. 
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Figure 1 - Block Diagram of Proposed Method 

 

 

Block based methods can operate on large region of the frame with low complexity. The 

correlation coefficient represents the similarity factor between the blocks. If the similarity between 

the blocks is high the correlation coefficient is maximum and minimum when the blocks are 

dissimilar. We intend to use the low complexity property of block based operation along with 

correlation to reduce computational complexity. The blocks are made such that, no overlapping 

blocks occur in a frame. Overlapping blocks results in incorrect correlation and missing of regions 

when frame is interpolated. The non-overlapping process avoids the reuse of the regions thereby 

decreasing complexity. 

The median of correlation coefficients is selected threshold. The blocks are grouped based on 

correlation value. The blocks with correlation coefficients greater than threshold are grouped as GTT, 

whi�O�H�� �W�K�H�� �E�O�R�F�N�¶�V�� �F�R�H�I�I�L�F�L�H�Q�W�� �O�H�V�V�� �W�K�D�Q�� �W�K�U�H�V�K�R�O�G�� �D�V�� �/�7�7���� �7he blocks under GTT category in the 

interpolated frame are taken from the next frame. The blocks of interpolated frame under LTT 

category are obtained by blending corresponding blocks of previous and next frame. The block of 


