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Abstract 

Aim: The aim of the work is to perform android malware detection using Structured and 

Unstructured data by comparing Neural Network algorithms and SVM. 

Materials and Methods: consider two groups such as Support Vector Machine and Neural Network. 

For each algorithm take N=10 samples from the dataset collected and perform two iterations on 

each algorithm to identify the Malware Detection. Result: The accuracy results of the Neural 

Network model has potential up to (82.91%) and the Support Vector Machine algorithm has an 

accuracy of (79.67%) for Android malware detection with the significance value of (p=0.007). 

Conclusion: classification of android malware detection using Neural Network algorithm shows 

better accuracy than SVM. 
 

Key-words: Malware Detection, Neural Network, Support Vector Machine, Machine Learning, 

SPSS statistical tool, Machine Learning. 
 

 

1. Introduction 

 

Main research of this work is to detect android malware phishing attacks using machine 

learning techniques (Wen and Yu 2017) applications of this work is End -to -End secure data 

transmission. Importance of the research in this field is to increase the use of smartphones (Yerima, 

Sezer, and Muttik 2015) applications of this work is prevention of data loss and it helps in 
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improvisation of security feature. The main applications of this paper is preservation of privacy (Liu 

et al. 2020), Data security, mode of transmission (Liu et al. 2020), reliable and secure (Jung et al. 

2018). 

There are nearly 21 articles published in google scholar and 14 articles published in IEEE 

Xplore related to Android malware detection. Android applications are created quickly over the 

portable biological system, but Android malware is additionally rising in a perpetual stream (Yuan, 

Lu, and Xue 2016). With thousands of Android apps, Here completely test Droid Detector and 

perform an in-depth examination on the highlights that profound learning basically abuses to 

characterize malware Pernicious applications pose a risk to the security of the Android stage 

(Westyarian et al. 2015). The creating entirety and contrasts of these applications render conventional 

watches for the most part incapable and in this way Android smartphones habitually remain 

unprotected from novel malware(Tahtaci and Canbay 2020). These highlights are embedded in a joint 

vector space, such that ordinary plans characteristic for malware can be subsequently recognized and 

utilized for clarifying the choices of our procedure (“Android Malware Detection Using Machine 

Learning” 2020). Android malware seriously debilitates framework and client security in terms of 

benefit acceleration, inaccessible control, duty burglary, and security spillage. Subsequently, it is of 

awesome significance and needs to distinguish Android malware (Ma et al. 2019). The work in paper 

is display a combination strategy for Android malware discovery based on the machine learning 

algorithm (Ma et al. 2019).Among the all the research papers most cited article is android malware 

detection using deep learning. In study of all research papers the best paper is An Android malware 

detection system based on machine learning (Wen and Yu 2017) 

Previously our team has a rich experience in working on various research projects across 

multiple disciplines (Sathish and Karthick 2020; Varghese, Ramesh, and Veeraiyan 2019; S. R. 

Samuel, Acharya, and Rao 2020; Venu, Raju, and Subramani 2019; M. S. Samuel et al. 2019; Venu, 

Subramani, and Raju 2019; Mehta et al. 2019; Sharma et al. 2019; Malli Sureshbabu et al. 2019; 

Krishnaswamy et al. 2020; Muthukrishnan et al. 2020; Gheena and Ezhilarasan 2019; Vignesh et al. 

2019; Ke et al. 2019; Vijayakumar Jain et al. 2019; Jose, Ajitha, and Subbaiyan 2020). Now the 

growing trend in this area motivated us to pursue this project.  

The methods and techniques involved in this study have invoked Support vector machine 

algorithm. The performance of the SVM method lags while it is implemented on the unstructured 

data set. It also takes enormous time to train SVM models with the size of datasets to identify and 

detect the android malware detection provided by Neural Network (Lekssays, Falah, and Abufardeh 
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2020). The proposed Neural Network has improved the accuracy of Android malware detection better 

than SVM. 

 

2. Materials and Methods 

 

The paper study was done at Saveetha School of Engineering, SIMATS. The number of 

groups used for the study is 2. Group 1 is Neural Network and group 2 is Support Vector Machine. 

Sample size (N=10) for each group and 10 iterations are made for two groups to calculate the 

accuracy of the model. 

 

Dataset Description 

 

The dataset which is used is “Android Malware dataset”. The dataset was collected from 

Github (https://github.com/cskamil/Android-Application-Dataset-for-Malware-Detection). This is a 

dataset used to predict the accuracy of android malware detection. The main attributes that have been 

used to predict the Malware detection accuracy (%).”Flow ID” refers to Transaction ID , ”Source IP” 

refers to Sender Address, ”Source Port” refers to Sender’s End Socket port number, “Destination IP” 

refers to Receiver Address, “Destination Port” refers to Receiver’s End Socket port number, 

”protocol” refers to the standard that it follows, “Flow Duration” refers to time taken to transfer from 

source to destination, ”Total Fwd Packet ” refers to total number of packets transferred from Source 

to destination,” Total Backward Packets” refers to total number of packets transferred from 

destination to Source, ” Label” refers to virus name, This is the overall description of the Android 

Malware dataset. 

 

Neural Network 

 

NN is rarely used for prediction modelling. The reason is that Neural Networks usually try to 

over-fit the relationship provided. NN is by and large utilized in cases where what has happened 

within the past is repeated nearly precisely within the same way. Neural Systems have numerous 

diverse coefficients, which it can optimize. It can handle more variability than existing models. 
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Pseudocode for Neural Network 

 

Input: Trained dataset 

Output: Classifier trained accuracy 

1. classifier = Sequential() 

2. classifier.add(Dense(output_dim = 6, activation = 'relu', input_dim = 10)) 

3. classifier.add(Dense(output_dim = 6,activation = 'relu')) 

4. classifier.add(Dense(output_dim = 10 ,activation = 'softmax')) 

5. classifier.compileoptimizer='adam',loss='sparse_categorical_crossentropy', metrics 

6. classifier.fit(X_train, y_train, batch_size = 10, nb_epoch = 500) 

7. y_pred = classifier.predict(X_test) 

 

Support Vector Machine 

 

SVM is one of the directed machine learning calculations which is utilized for both 

classification and relapse. The svm classifier works based on isolating the two classes. The reason for 

the SVM calculation is to form the decision boundary that can separate n-dimensional space into 

classes, and it makes it simple to put modern data focuses in that class in future. 

 

Pseudocode for Support Vector Machine 

 

Input: Trained dataset 

Output: Classifier trained accuracy 

1. svc.fit(X_train,y_train) 

2. y_pred = svc.predict(X_test) 

3. cm = confusion_matrix(y_test, y_pred) 

4. accuracy = accuracy_score(y_test, y_pred) 

5. print("Accuracy : " , accuracy) 

 

Experiment Setup 

 

The platform used to evaluate the machine learning algorithms was jupyter lab. The hardware 

configurations were intel core i5 processor with a RAM size of 4GB was used. The system type used 
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was a 64-bit, OS, X64 based processor with an HDD of 917 GB. The operating system used was 

Windows and the tool used was jupyter lab with python programming language. 

The independent variables of the dataset are “Timestamp”,”Fwd packet length max”,”Fwd 

packet length mean”,”Fwd packet length std”. And Dependent variables are ”Flow ID”, ”Source 

IP”,”Source Port”, “Destination IP” “Destination Port”,”protocol”,“Flow Duration”,”Total Fwd 

Packet ”,” Total Backward Packets”,” Label”. 

The dataset is Android malware. Data preprocessing has to be done. Data cleaning like 

removing the unnecessary attributes from the dataset and concatenating and shuffling also need to be 

done. The dataset collected was cleaned by removing null values and duplicate values and data        

pre-processing was done. After data pre-processing the dataset was splited into two parts as testing 

set and training set. 30% of the dataset was taken as a testing set and 70% of the dataset was taken as 

a training set. After splitting the dataset the algorithm was fitted. By evaluating the algorithm with 

train and test sets the required parameter accuracy percentage was predicted. 

 

3. Results 

 

The analysis was done using IBM SPSS tool. SPSS tool is a statistical software used for data 

analysis. For both proposed and existing algorithms 10 iteration was done and for each iteration the 

predicted accuracy was noted for analysing in the SPSS tool. With the data obtained from the 

iterations an independent sample T-test was performed. 

The Table-1 is Accuracy Table (NN, SVM), the accuracy of the Neural Network is 

approximately (82.91%) and Support vector machine is approximately (79.67%). The accuracy varies 

for different test sizes in decimals. The accuracy varies due to random change in the test size of the 

algorithm. 

 

Table 1- Accuracy of the NN Algorithm is Approximately (82.91%), and for SVM are Approximately (79.67%). The Accuracy 

varies for different Sample Sizes 

Sample Neural Network Accuracy (%) SVM Algorithm Accuracy (%) 

1 68.25 59.68 

2 69.98 60.56 

3 70.92 61.77 

4 73.98 61.35 

5 77.76 62.58 

6 78.13 68.29 

7 79.03 71.48 

8 81.69 74.56 

9 82.45 78.82 

10 82.91 79.67 
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Table-2 is Independent Samples Test, the comparison of accuracy for Android malware 

detection classification using Neural Network algorithm and Support vector machine with 

significance less than p<0.05 and standard error difference 0.9111. When compared with the other 

algorithms, the performance of the proposed Neural Network model achieved better performance than 

the Support vector machine classifier. 

Table-3 is Group Statistics, the mean accuracy and standard deviation for Neural Network is 

82.22701 and 0.06783. The Support vector machine algorithm is 79.37801 and 0.28003. In 

performing statistical analysis of 10 samples, NN obtained 0.06783 standard deviation with 0.02145 

standard error while SVM obtained 79.37801 standard deviation with 0.08855 standard error            

(Table 2). The significance value smaller than 0.05 showed that our hypothesis holds good. 

 

Table 2- Independent Samples T-Test Depicts that NN Proved with Mean difference=2.84900, Std Error Difference=0.09111 than 

SVM and NN got Better Significance than SVm with Value of (p=0.007) 

 

Levene's 

Test for 

Equality of 

Variances 

t-test for Equality of Means 

F Sig. t df 

Sig. 

(2-

tailed) 

Mean 

Difference 

Std. Error 

Difference 

95% Confidence 

Interval of the 

Difference 

Lower Upper 

Accuracy 

Equal 

variances 
assumed 

9.318 .007 31.268 18 .000 2.84900 0.9111 2.65758 3.04042 

Equal 

variances 

not 

assumed 

  31.268 10.053 .000 2.84900 0.9111 2.64163 3.05187 

 

The fig 1 is Bar Graph, Simple Bar Mean of Accuracy by NN, SVM the bar chart representing 

the comparison of mean accuracy of Neural Network algorithm is 82.91%. Independent t-test was 

used to compare the accuracy of two algorithms and a statistically significant difference was noticed 

P < 0.05. The Neural Network model obtained 82.91% accuracy. When compared with the other 

algorithms, the performance of the proposed Neural network model achieved better performance than 

the Support Vector machine classifier. 
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Fig. 1- Bar Graph Represents Comparison of Mean Accuracy of Models Neural Network (82.91%) and SVM (79.67%), the 

Indications of Graph are (x-axis NN, SVM), (y-axis, Mean Accuracy) i.e.; with Error bars:95% CI. 

 

 

Neural Network and SVM algorithms were run different times in Jupyter with a sample size 

of 10 and accuracy was calculated (Table 1). It is observed that the mean accuracy of NN was 

82.91% and SVM was 79.67 %. The statistical analysis was done using IBM SPSS version 21. It is a 

statistical software tool used for data analysis. For both SVM and Neural Network algorithms 

different iterations were done with a sample size of 10 and for each iteration the predicted accuracy 

was noted for analysing the accuracy. With value obtained from the iterations Independent Sample  

T-test (Table 2) and Group Statistics was performed (Table 3). It can be concluded that the Neural 

Network appears to produce a significant difference than SVM with the value of p=0.007 and with 

95% confidence interval (Table 2). The Mean of Neural Network appears to be better when 

Compared with SVM with a standard deviation of 0.06783 and 0.28003 respectively (Table 3). The 

Graphs (fig 1) shows the comparison graph of Accuracy percentage of NN (82.91) and SVM (79.67) 

and Error Difference of NN and SVM was 0.9111 and 0.9111 respectively. 

 

Table 3- Group Statistics Results Depicts NN has an Mean Accuracy (82.22701%), Std. Deviation (0.06783), Whereas for SVM 

has Mean Accuracy (79.37801%), Std. Deviation-(0.28003) for Sample Size (N=10) for the Accuracy of the Groups 

 NN, SVM N Mean Std. Deviation Std. Error Mean 

Accuracy 
Neural Network 10 82.22701 0.06783 0.02145 

Support Vector Machine 10 79.37801 0.28003 0.08855 
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4. Discussion 

 

In this study of Android Malware Detection, the Neural Network model has higher accuracy 

approximately (83%) in comparison to Support vector machine algorithm approximately (80%). The 

Neural Network algorithm has better significance (p<0.05) which is achieved while using the SPSS 

tool for statistical calculations. 

The fig 1 can observe that the bar chart represents the comparison of mean accuracy of Neural 

Network algorithm and Support vector machine algorithm. Neural Network appears to produce more 

consistent results with minimal standard deviation. The significant difference was less than 0.05 in 

independent samples tested by the SPSS statistical tool. 

The factors that are affecting the proposed work to increase the results are SourceIP, 

Destination Port with a significant value of (0.75), Source Port, Destination IP with a significant 

value of (0.48), Flow duration, flow IAT Max with a significant value of (0.95), Fwd IAT total, Flow 

Duration with a significant value of (0.67). These specific factors are the factors for influencing the 

accuracy in the proposed model. 

In the finding of (Han et al. 2020), Neural Network has an Accuracy (75%) and SVM 

Algorithm has an accuracy (72%) which are made for detection of android malware. In proposed 

work of (Mahindru and Sangal 2020), Neural Network has an Accuracy (73%) and SVM Algorithm 

has an accuracy (70%) which are made for profiling the malware detection in handy computing 

devices. The work proposed by (Ma et al. 2019) has a different finding as compared to proposed work 

where it has findings like, Decision Tree Algorithm has an accuracy (80%) and Logistic Regression 

Algorithm has an Accuracy (78%) which are made used for classification of android malware 

detection. It limits the consideration of features for training the model. 

Our institution is passionate about high quality evidence based research and has excelled in 

various fields (Vijayashree Priyadharsini 2019; Ezhilarasan, Apoorva, and Ashok Vardhan 2019; 

Ramesh et al. 2018; Mathew et al. 2020; Sridharan et al. 2019; Pc, Marimuthu, and Devadoss 2018; 

Ramadurai et al. 2019). We hope this study adds to this rich legacy. 

The Suggested model cannot give appropriate results for smaller train data. Here the model is 

not able to consider all the given feature variable parameters for training of the model. This limits the 

suggested model for classification of Android Malware Detection. 
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The future scope of proposed work will be the prediction of malware to be classified under the 

class for which has to be given and all the given parameters of the future variable with higher rate of 

accuracy and together with advanced technique and lesser time complexity. 

 

5. Conclusion 
 

The proposed model for classification of Android Malware Detection has accuracy(%) 

82.91% for Neural Network model compared with Support Vector Machine accuracy 

of(%)79.67%.The proposed model proves that Neural Network Model has greater significant 

accuracy than SVM to this classification model. 
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