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Abstract 

Aim: To reduce the false rate of cyber thefts in credit card attacks based on binary selection 

Random Forest classifier and SVM classifier. Materials and Methods: Classification is performed 

by Random forest classifier (N=28) over SVM classifier (N=28) is for false rate detection.             

Results and Discussion: The values obtained in terms of accuracy is identified by random state in 

Random forest (94.4%) over SVM (91.4%) Conclusion: The reduction of false rate with sigma value 

0.126 appears to be better in Random Forest classifier than SVM classifier. 
 

Key-words: False Rate Reduction, Efficient Approach, Machine Learning, Novel Detection for 
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1. Introduction 

 

Credit card fraud detection is to identify the unauthorised or fraudulent transactions to acquire 

money or money equivalent commodity this is one of the advanced methods of money laundering 

which is also known as Undisclosed Aggregation Factoring (UAF) (Awoyemi, Adetunmbi, and 

Oluwadare 2017). The importance of this research is to find suspicious transactions and intimate to 

the investigator simultaneously allowing non fraudulent transactions to be carried out without any 

delay in the system. It is also important to prevent fraudsters from getting a chance of performing the 

similar frauds and make multiple transactions on counterfeit cards (Sherly and Nedunchezhian 2015). 
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This research can be further implicated on debit cards (Borzykowski 2013). It can also be further 

implemented on E - wallets (Levitin, n.d.). 

In the era of the internet, there is a drastic increase in online shopping as it provides 

convenience to human life, this also led to drastic increase in use of the credit cards online. 

(Awoyemi, Adetunmbi, and Oluwadare 2017) As much as it provides convince it also led to increase 

of credit card frauds (Thennakoon et al. 2019) in past few years and it has caused huge problems to 

payment gateways, banks and sometimes even customers (Benchaji, Douzi, and ElOuahidi 2018). 

This can be stopped using machine learning techniques and incorporated in payment gateways like 

UNO pay, pay pal, linkway (Shabad, Rahim Shabad, and Kavitha 2018). Using these detection 

methods the credit card frauds can be detected and stopped (Wang et al. 2018). 

Previously our team has a rich experience in working on various research projects across 

multiple disciplines (Sathish and Karthick 2020; Varghese, Ramesh, and Veeraiyan 2019; S. R. 

Samuel, Acharya, and Rao 2020; Venu, Raju, and Subramani 2019; M. S. Samuel et al. 2019; Venu, 

Subramani, and Raju 2019; Mehta et al. 2019; Sharma et al. 2019; Malli Sureshbabu et al. 2019; 

Krishnaswamy et al. 2020; Muthukrishnan et al. 2020; Gheena and Ezhilarasan 2019; Vignesh et al. 

2019; Ke et al. 2019; Vijayakumar Jain et al. 2019; Jose, Ajitha, and Subbaiyan 2020). Now the 

growing trend in this area motivated us to pursue this project. 

The existing research uses highly imbalanced data as its input data set. The positive classes 

are highly oversampled. The number of tuples obtained in the dataset after cleaning of the dataset is 

very low. Hence the size of the input dataset is very small. The accuracy obtained by the existing 

research for some techniques are very low. The authors are expertise in the field of Machine Learning 

to conduct present research with peer reviewed publication as supporting documents. This research 

aims to increase the size of the input dataset and also to improve the accuracy of the algorithms. 

 

2. Materials and Methods 

 

The study and study setting was done in university the implementation, the execution, the 

error rectification was done in university. This study does not require any human samples or humanly 

data. Also this research does not require any ethical permission. The number of groups mentioned in 

this research are 2 where the first group is considered to be Random forest and the second group to be 

considered as SVM. The sample size of this work is considered to be 28. The study set taken for this 

research is from Experia.com (Awoyemi, Adetunmbi, and Oluwadare 2017). 
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Random Forest is supervised machine learning which can be used for both Classifier and 

Regression. But it is mainly used for classification in the majority of cases. This algorithm makes 

decision trees on the input data given and then delivers its prediction. In the final phase it chooses the 

best pattern in the means of voting. (V 2019; Benchaji, Douzi, and ElOuahidi 2018). Support Vector 

Machines (SVM) is a supervised and powerful machine learning algorithm yet a flexible algorithm. 

SVM is basically a multiple dimensional representation of various classes present in a hyperplane. 

This hyperplane will be created on the basis of iterative manner. This procedure is done by the SVM 

algorithm to minimise the errors. The datasets are divided into classes to find maximum marginal 

hyperplane. (Zhang, Bhandari, and Black 2020). 

The independent data are the attributes like id, name, url, status_count and others and the 

dependent variables are update, transaction_class which consists of binary data. This study uses t test 

as its testing element. A t-test is a type of inferential static used to determine if there is a significant 

difference between the means of two groups, which may be related in certain features. The t-test is 

one of many tests used for the purpose of hypothesis testing in statistics. The statistical tool used for 

this study is IBM SPSS version 21. The independent data are the attributes like id, name, url, 

status_count and others, Attributes like update, transaction_class are considered as dependent 

variables for this study. In SPSS, the datasets are prepared using 28 as sample size for both the 

classifiers Random Forest and SVM. Groupid is given as 1 for Random Forest and 2 for SVM, the 

Groupid is given as a grouping variable and accuracy is given as a testing variable. 

 

3. Results 

 

Table 1- Group, Accuracy and Loss Value Calculation for Random Forest and SVM Classifiers 

 Name Type  Width Decimals  Columns  Measure  Role 

1 Group Numeric 8 0 30 Nominal Input 

2 Accuracy Numeric 8 4 30 Scale Input 

3 Loss Numeric 8 2 30 Scale Input 

 

In that statistical tool the sample size used is 28. This data is used for analysis of Random 

forest and SVM. These 28 data samples used for each algorithm along with their loss are also used to 

calculate statistical values that can be used for comparison. From Table 1, it is inferred that the group, 

accuracy and the loss values for the two algorithms Random Forest classifier and SVM classifier are 

denoted. The group statistics table shows the number of samples that are collected and the mean and 

standard deviation obtained for the accuracies are entered. 
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Table 2- Mean, Standard Deviation and Standard Error Mean Calculation 

 Group Algorithm  N Mean Std. Deviation  Std. Error Mean 

Accuracy 1 Random Forest 28 85.4240 6.12781 1.93778 

 2 SVM 28 80.7070 6.9692 2.20630 

Loss 1 Random Forest 28 14.5860 6.14436 1.94302 

 2 SVM 28 19.2930 6.97692 2.20630 

 

Fig. 1- Comparison of Random Forest and SVM Classifier in Terms of Mean Accuracy. The Mean Accuracy of Random Forest is 

better than SVM the Standard Deviation of Random Forest is Slightly better than SVM X Axis: Random Forest vs SVM Classifier 

Y Axis: Mean Accuracy of Detection ± 1 SD 

 

 

From Table 2, the group statistics values along with the mean, standard deviation and the 

standard error mean for the two algorithms are also specified. The Independent sample T test is 

applied for the data set fixing confidence interval as 95%. The following image represents the graph 

that depicts the comparison between Random Forest and SVM based on their accuracy. Table 3 

shows the independent t sample test for the algorithms. The comparative accuracy analysis, mean of 

loss between the two algorithms are specified. Fig. 1 shows the comparison of mean of accuracy and 

mean loss between Random Forest Classifier and SVM Classifier. 
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4. Discussion 

 

In the given study, the accuracy analysis of Random forest classifier is 94.4% when compared 

to the accuracy of SVM classifier which is 91.4%. For the given sample size 28, statistical data 

analysis is done for both the prescribed algorithms namely Random Forest Classifier and SVM 

classifier. The group and the accuracy values are being calculated for the given classifiers. The mean, 

standard deviation and the standard mean values for the Random Forest classifier algorithms are 

85.4240, 6.12781 and 1.93778 respectively. (Sherly and Nedunchezhian 2015) Similarly for SVM 

classifier, the mean, standard deviation and the standard mean values are 80.7070, 6.9692 and 

2.206030 respectively. (Thennakoon et al. 2019). 

 

Table 3- Independent t Test Sample Calculation 

Levene’s Test for Equality of 

variances  

T-test for Equality of 

means  

95% confidence of the 

Difference  
 

  F Sig. t df 

Sig.(2

-

tailed

) 

Mean  

differen

ce  

 Std. Error 

Diffencener 
Lower Upper 

Accuracy  

Equal 

variances 

assumed  

.091 .840 1.606 18 .126 4.7170 2.93645 -1.45226 10.88626 

 

Equal 

variances 

not 

assumed  

  1.606 17.705 .126 4.7170 2.93645 -1.45963 10.89363 

Loss 

Equal 

variances 

assumed  
.086 .840 -1.601 18 .127 -4.70700 2.93991 -10.88352 1.46952 

 

Equal 

variances 

not 

assumed 

  -1.601 17.717 .127 -4.70700 2.93991 -10.89060 1.47660 

 

The independent sample t test values applied for the data set fixing confidence interval as 95% 

is tabulated in Table 3. Figure 1 shows the comparative accuracy analysis between Random Forest 

and SVM classifier in which Random forest shows the accuracy of 94.4% and SVM classifier shows 

the accuracy of 91.4%. (Xuan et al. 2018). 

Compared to the previous analysis of Random Forest classifier and SVM classifier for credit 

card detection, peers have obtained the classification accuracy of 90.2% for Random Forest Classifier 
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(Awoyemi, Adetunmbi, and Oluwadare 2017) and the accuracy for SVM is 89%(Wang et al. 2018) 

Our analysis shows higher accuracy than our peers. 

The training process for this data takes a long duration of time. The execution time is also 

very high and depending on the random state the larger the data the more time of execution is 

required. The training data change can be made but it's a very time consuming process and with low 

low training data the accuracy is reduced. 

Our institution is passionate about high quality evidence based research and has excelled in 

various fields ((Vijayashree Priyadharsini 2019; Ezhilarasan, Apoorva, and Ashok Vardhan 2019; 

Ramesh et al. 2018; Mathew et al. 2020; Sridharan et al. 2019; Pc, Marimuthu, and Devadoss 2018; 

Ramadurai et al. 2019). We hope this study adds to this rich legacy. 

The application for this study is built on the basis of the training and testing process of both 

the algorithms Random forest and SVM. The structured based classification can be done for testing 

and training for both the Machine learning Techniques Random Forest and SVM. The data cleaning 

process can be further improved and time of execution can be decreased. The process of time 

consumption in training dataset can be decreased. Fraud detection can be used on debit cards and also 

E- wallets. Hence this novel detection for cyber threats is very much helpful in identifying an unique 

approach for false rate reduction. 

 

5. Conclusion 

 

The data for this work has been acquired from various resources for the usage in credit card 

fraud detection system. The Random Forest classifier and SVM classifier are used as the classifier for 

this whole study. The algorithm has exhibited accuracies that are mentioned as follows. The accuracy 

of Random Forest classifier with accuracy 94.4% and sigma value (0.126) appears to be better when 

compared to the accuracy of SVM with an accuracy of 91.4% 
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