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Abstract 

Aim: The main aim of the study proposed is to perform higher classification of fake political news 

by implementing fake news detectors using machine learning classifiers by comparing their 

performance. Materials and Methods: By considering two groups such as Decision Tree algorithm 

and Naive Bayes algorithm. The algorithms have been implemented and tested over a dataset which 

consists of 44,000 records. Through the programming experiment which is performed using N=10 

iterations on each algorithm to identify various scales of fake news and true news classification. 

Result: After performing the experiment the mean accuracy of 99.6990 by using Decision Tree 

algorithm and the accuracy of 95.3870 by using Naive Bayes algorithm for fake political news in. 

There is a statistical significant difference in accuracy for two algorithms is p<0.05 by performing 

independent samples t-tests. Conclusion: This paper is intended to implement the innovative fake 

news detection approach on recent Machine Learning Classifiers for prediction of fake political 

news. By testing the algorithms performance and accuracy on fake political news detection and 

other issues. The comparison results shows that the Decision Tree algorithm has better performance 

when compared to Naive Bayes algorithm. 
 

Key-words: Innovative Fake News Detection, Decision Tree Algorithm, Naive Bayes Algorithm, 

Machine Learning, Statistical Analysis.  
 

 

 

1. Introduction 

 

The primary initiation of the study is to implement a fake news detector to detect the fake 

political news that is published or shared over the social media (Giełczyk, Wawrzyniak, and Choraś 
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2019). Fake news is not new to this world. It has been growing through centuries. Previous there used 

to be only limited ways to transfer the fake news, either by people rumoured about it or through 

letters. But as now decades passed, social media has become a primary platform for exchange of 

news. Fake news is being shared over social media. Social media is one of platforms where most of 

the fake news is being shared (Ibrishimova and Li 2020). The application of the research is to 

improve fake political news prediction and to implement innovative fake news detectors (Paschalides 

et al. 2019) (Reis et al. 2019). 

There are nearly 208 articles published in google scholar and 134 articles published in IEEE 

Xplore related to fake news deletection. In paper (Shu et al. 2017) a data mining procedure is 

performed on social media to collect the fake news and convert it into a dataset which can be used for 

analysis and is cited about 1057 times as reference for research. There are many other machine 

learning classifiers implemented earlier to detect fake news published or shared over social media has 

minimal accuracy (Ahmad et al. 2020). In this paper, the implementing a machine learning classifier 

can provide a better accuracy for fake political news published over social media than the previously 

implemented classifiers. A fake news detector is implemented which is used to detect the fake news 

published on social media using multiple sources and various classes, proposed in paper (Karimi et al. 

2018). The classifiers which are used in previous proposed papers have less accuracy rate so the 

implemented Decision Tree classifier to give improved accuracy and comparing it with Naive Bayes 

algorithm. It is a supervised machine learning algorithm which is similar to the classifiers 

implemented in paper (Reis et al. 2019) like SVM, Naive Bayes. This paper (Shu et al. 2017) is best 

for future researchers who are interested in fake news detection as a reference, a data mining 

procedure is performed on social media to collect the fake news and convert it into a dataset which 

can be used for analysis. 

Previously our team has a rich experience in working on various research projects across 

multiple disciplines (Sathish and Karthick 2020; Varghese, Ramesh, and Veeraiyan 2019; S. R. 

Samuel, Acharya, and Rao 2020; Venu, Raju, and Subramani 2019; M. S. Samuel et al. 2019; Venu, 

Subramani, and Raju 2019; Mehta et al. 2019; Sharma et al. 2019; Malli Sureshbabu et al. 2019; 

Krishnaswamy et al. 2020; Muthukrishnan et al. 2020; Gheena and Ezhilarasan 2019; Vignesh et al. 

2019; Ke et al. 2019; Vijayakumar Jain et al. 2019; Jose, Ajitha, and Subbaiyan 2020). Now the 

growing trend in this area motivated us to pursue this project.  

The methods which are used before have less accuracy rate, less reliable and not much 

effective in prediction of fake political news. I have experience in research of fake political news 

detection. The main aim of the study is to perform higher classification of fake political news by 
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implementing fake news detectors using machine learning classifiers like Decision Tree algorithm 

and Naive Bayes algorithm and comparing their performance. The significance is less than 0.05 

shows that our hypothesis holds true. While performing an independent sample t test, if the 

significance is 0.022 then our assumptions are true. 

 

2. Materials and Methods 

   

The paper study was done at CISCO Lab, Saveetha School of Engineering, SIMATS. The two 

supervised learning algorithms as two groups, Decision Tree and Naive Bayes. By performing two 

iterations on each group, one for fake news detection and other for true news detection using these 

two algorithms. Through the programming experiment that have performed N=10 iterations on each 

algorithm with sample size=10 to identify various scales of fake news and true news classification 

(Ahmad et al. 2020). The G-power test is about 80%. Alpha error rate is a type-I error considered as 

0.05 which gives the difference between two algorithms considered. Enrollment ratio is about 1. The 

significance rate is 0.022 shows that our hypothesis holds true.  

 

Dataset Description 

 

The dataset which that used in this paper is “fake news and real news dataset”. The Dataset 

was collected from the open source Kaggle platform (https://www.kaggle.com/clmentbisaillon/fake-

and-real-news-dataset). This dataset consists of data related to the US elections held in 2016. The 

dataset contains two files “true.csv” and “fake.csv”. Both the files contain four major and relevant 

attributes named as “Title”, “Text”, “Subject” and “Date”. Considering only the text attribute as 

dependent for analysis and classification.  

 

Naive Bayes Algorithm 

 

Naive Bayes algorithm is a classifier that works based on Bayes theorem with an overview of 

independence among predictors. This model is easy to build and also used for large datasets. The only 

drawback of Naive Bayes algorithm is to assume all factors as dependent on each variable. It is 

mainly based on the theorem formulated by Bayes’s: 
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   (1) 

Where, 

A, B = events 

P(A|B) = probability of A given B is true 

P(B|A) = probability of B given A is true 

P(A), P(B) = the independent probabilities of A and B 

 

Pseudocode: Naive Bayes Algorithm 

Input: Training Set 

Output: Classifiers trained accuracy 

1. Read the trained dataset into the classifier. 

2. Calculate the mean and standard deviation for predictions. 

3. Repeat 

 Calculate gauss density for each iteration 

 Until probability of fake political news texts are calculated 

4. Define class 

 def MultinomialNB() 

  if(condition satisfy) 

   return accuracy 

  else  

   return to previous step 

 end 

5. Predicted Accuracy 

 

Decision Tree Algorithm 

 

Decision tree is a supervised learning algorithm. It is used for both regression and 

classification. The goal of using a Decision Tree is to create a training model that can be used to 

predict the class or value of the target variable by learning simple decision rules developed from 

training data. Equations which are required to perform classification using decision tree: 
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       (2) 

      (3) 

  (4) 

Where, 

Gini: Gini Index 

E(S): Entropy 

 

Pseudocode: Decision Tree Algorithm 

Input: Trained dataset 

Output: Classifier trained accuracy 

1. Read the training dataset into the classifier 

2. Define a class dtree 

 Class dtree 

3. Get all the required stuff from previous inputs 

4. Define another class to test the attribute 

 def evaluate(test attribute) 

  if(end iteration is leaf) 

   return accuracy 

  else  

   return children[test attribute].evaluate(test attribute) 

 end 

5. Classifiers predicted accuracy. 

 

Experiment Setup 

 

The platform used to evaluate the machine learning algorithms was jupyter lab. The hardware 

configurations were intel core i5 processor with a RAM size of 4GB was used. The system type used 
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was 64-bit, OS, X64 based processor with HDD of 917 GB. The operating system used was Windows 

and the tool used was jupyter lab with python programming language.  

The dataset is fake and real news is collected. Data preprocessing has to be done. Data 

cleaning like removing the unnecessary attributes from the dataset and concatenating and shuffling 

also need to be done. Data exploration shows the contents present in the dataset. Convert the dataset 

that it contains only the data needed for the classifier. Split the dataset into a training set and testing 

set. Now implement the machine learning classifier and use the training dataset to train the classifier. 

After training the classifier uses a testing dataset to test the trained classifier to get the predicted 

accuracy from the classifier. 

The SPSS tool is used to perform the statistical calculations for the results that are obtained 

from classifiers for various test sizes. The text part in the training dataset is independent variable 

whereas the text part in testing dataset are dependent on training dataset. The comparison of the 

performances of Decision Tree algorithm and Naive Bayes algorithm is done. 

 

3. Results 

 

Accuracy Table (DST, NBA), the accuracy of the Decision Tree algorithm is approximately 

99% and Naive Bayes algorithm is approximately 95%. The accuracy varies for different test sizes in 

decimals. The accuracy varies due to random change in the test size of the algorithm (from Table.1). 

 

Table 1 - Accuracy Table (DST, NBA), the Accuracy of the Decision Tree Algorithm is Approximately (99%) and Naive 

Bayes Algorithm is Approximately (95%) 

Test Size 0.1 0.2 0.3 0.4 

Naive Bayes Algorithm 94.86 95.33 95.07 95.03 

Decision Tree Algorithm 99.73 99.60 99.58 99.58 

 

Group Statistics, the mean accuracy and standard deviation for Decision Tree algorithms is 

99.6990 and 0.10577. For Naive Bayes algorithm is 95.3870 and 0.00061. In performing statistical 

analysis of 10 samples, Decision Tree obtained 0.10577 standard deviation with 0.33 standard error 

while Naive bayes obtained 0.00061 standard deviation with 0.12 standard error (from Table.2).  
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Table 2 - Group Statistics, The Mean Accuracy and Standard Deviation for Decision Tree Algorithms is 99.6990 and 

0.10577.  For Naive Bayes Algorithm is 95.3870 and 0.00061 

 DST, NBA N Mean Std. Deviation Std. Mean Error 

Accuracy DST 10 99.6990 0.10577 0.3345 

 NBA 10 95.3870 0.00061 0.12668 

 

Independent Samples Test, the comparison of accuracy for fake political news classification 

using the Decision Tree algorithm and Naive Bayes algorithm with significance less than p<0.05 and 

standard error difference 0.13130. When compared with the other algorithms performance of the 

proposed Decision tree classifier achieved better performance than Naive Bayes classifier (from 

Table.3). 

 

Table 3 - Independent Samples Test, the Comparison of Accuracy for Fake Political News Classification Using Decision 

Tree Algorithm and Naive Bayes Algorithm with Significance 0.022 and Standard Error Difference 0.13130. 

  Levene’s 

Test for 

Equality 

of 

Variances 

(1) 

Levene’s Test for 

Equality of 

Variances 

(2) 

T-test for 

Equality of 

Means 

(3) 

T-test for 

Equality of 

Means 

(4) 

T-test for 

Equality of 

Means 

(5) 

  F Sig. Std.Error 

Difference 

95% 

Confidence 

lower 

95% 

Confidence 

upper 

Accuracy Equal 

Variances 

assumed 

6.243 0.022 0.13103 4.03672 4.58728 

 Equal 

Variances 

not 

assumed 

  0.13103 4.02101 4.60299 

 

It is known as the fake political news detector architecture. The architecture defines the steps 

which are performed to develop a fake political news detector. It consists of the steps as Data Pre-

processing, Database, Data Extraction, Modelling Classifer, Implementation and Predicted Accuracy 

(from Fig.1). 
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Fig. 1 - Machine Learning Classifier Architecture 

 

 

Simple Bar Mean of Accuracy by DST, NBA, the bar chart representing the comparison of 

mean accuracy of Decision Tree algorithm is 99.6990 and Naive Bayes algorithm is 95.3870. 

Decision tree algorithm with error rate of 0.3345 and Naive Bayes algorithm have error rate about 

0.12668. Independent t-test was used to compare the accuracy of two algorithms and a statistically 

significant difference was noticed P < 0.05. The Decision tree model obtained 99.69% accuracy (from 

Fig.2). When compared with the other algorithms performance of the proposed Decision tree 

classifier achieved better performance than Naive Bayes classifier. 

 

Fig.2 - Simple Bar Mean of Accuracy by DST, NBA, the bar chart representing the comparison of mean accuracy of 

Decision Tree algorithm is 99.6990 and Naive Bayes algorithm is 95.3870. X-Axis: Decision tree algorithm vs Naive Bayes 

algorithm. Y-Axis: Mean accuracy of detection ± SD. 

 

Data 

Preprocessing Dataset 

Predicted 

Accuracy 
Implementation Model classifier 

Data 

Exploration 

Fake.csv 

true.csv 
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4. Discussion 

 

Decision Tree algorithm have better accuracy rates than Naive Bayes algorithm. The results 

which are collected by performing multiple iterations of the experiment for identifying different 

scales of accuracy rate. Further, performed the statistical calculations using the SPSS tool with the 

results that are obtained from the experiment. Independent samples t-test is performed. In this study 

of fake political news classification, the Decision Tree has higher accuracy approximately (99%) in 

comparison to Naive Bayes algorithm approximately (95%). The significance rate is 0.022 which 

indicates that our hypothesis holds true. 

The mean accuracy and standard deviation for the Decision Tree algorithm is 99.6990 and 

0.10577. For Naive Bayes, the algorithm is 95.3870 and 0.00061. Decision tree algorithm appears to 

produce the most consistent results with minimal standard deviation. In paper (Agarwal et al. 2020), 

feed forward neural networks which are developed using deep learning used to identify the fake news 

on social media which gives an accuracy of 97%. In paper (Ahmad et al. 2020), Random forest and 

SVM(Support Vector Machine) machine learning algorithms are implemented to identify the fake 

news with accuracy of 91% and 96%. From these two papers we can observe that the Decision Tree 

algorithm proposed has better accuracy. But according to (Poddar, D., and Umadevi 2019), SVM has 

91% higher accuracy than the decision tree. On the basis of literature survey it is proved that the 

Decision Tree algorithm has better accuracy compared with Naive Bayes algorithm. 

There is a statistical significant difference in accuracy for two algorithms is p<0.05, by 

performing independent samples tests in the SPSS statistical tool. Mean and standard deviation are 

also calculated using the SPSS statistical tool. Standard error difference defines the error level, the 

Decision tree algorithm with error rate of 0.3345 and Naive Bayes algorithm have error rate about 

0.12668. In the previous work the error rate of classifier decision trees stands best by achieving a 

recall score of 0.942. Followed by XGBoost classifier which achieved a recall of 0.94 (Ahmad et al. 

2020). 

Our institution is passionate about high quality evidence based research and has excelled in 

various fields ((Vijayashree Priyadharsini 2019; Ezhilarasan, Apoorva, and Ashok Vardhan 2019; 

Ramesh et al. 2018; Mathew et al. 2020; Sridharan et al. 2019; Pc, Marimuthu, and Devadoss 2018; 

Ramadurai et al. 2019). We hope this study adds to this rich legacy.  

The main limitation in our experiment is that the attributes in the dataset contain very few to 

predict accuracy(%) for fake political news classification. The more the independent and dependent 

variables the more accuracy will be improved.  

https://paperpile.com/c/NJjhNX/iOUh
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The future work, the dataset contains many attributes the classifier can work efficiently and 

can improve the prediction accuracy. Attributes like profile, source, proofs can result in improved 

accuracy and exact precision values.  

 

5. Conclusion 

 

The approach of classifying the fake political news manually requires more knowledge of the 

domain. In this research, the problem of classifying fake political news articles using machine 

learning models is discussed. The accuracy of an innovative fake news detection for political news 

detection using Decision Tree algorithms have better accuracy in comparison with Naive Bayes 

algorithms. The significance rate is 0.022 which indicates that our hypothesis holds true.  
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