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Abstract 

Aim: The main objective of the paper is to detect objects in iconic real time traffic density videos 

from CCTVs and Cameras using Haar Cascade algorithm and to compare algorithms with                 

K-Nearest Neighbour algorithm (KNN). In this case we tried improving the rate of accuracy in 

predicting the traffic density. Materials and methods: Haar Cascade algorithm is applied on 5 

realistic videos and which consists of more than 250 frames. For the same we evaluated the 

Accuracy and Precision values. Harr-like function displays the vehicle’s visual structure, and the 

AdaBoost machine learning algorithm was used to create a classifier by combining individual 

classifiers. The significance value achieved for finding the accuracy and precision was 0.445 and 

0.754 respectively. Results and Discussions: Detection of vehicles in high speed videos is 

performed by using Haar Cascade which has mean accuracy with 85.22% and mean precision with 

90.63% and 60% of mean accuracy and 58.53% mean precision in KNN classifiers.                    

Conclusion: The performance of the Haar Cascade appears to be better than KNN in terms of both 

Accuracy and Precision. 
 

Key-words: Haarcascade, KNN, Machine Learning, Novel Vehicle Detection, Real Time road 

Traffic Density, Digital Image Processing. 

 

1. Introduction 

 

The aim of this research is to detect objects in real time traffic density videos from CCTVs 

and Cameras using Haar Cascade algorithm and to compare algorithms with K-Nearest Neighbour 
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algorithm. In this case improving the rate of accuracy in traffic density. (Zhang and Zhang 2020). 

Nowadays, transportation is becoming very necessary for all in terms of regular transportation. 

However, there is a big problem that needs to be discussed, it has been more particularly in large 

metropolitan areas and on highways linking towns. During this period with heavy traffic, traffic 

delays are high and should be reduced. Increasing vehicles has resulted in increasing traffic 

congestion, especially when it is not properly detected and maintained. This would be the primary 

source of traffic congestion. To control the flow and to maintain smooth journeys introduced 

transportation systems with detection vehicles and counting them in order to manage traffic flow. 

(Gupta, Solanki, and Singh 2017) An application to count particular types of vehicles using traffic 

video as data, analysed using the Haar Cascade Classifier system, in crucial problem solving. This 

approach was previously used in research (Arifin 2020) to identify traffic cones as obstacles to be 

avoided by a wheeled robot, and it was also used in research (Committee and F09 Committee, n.d.) to 

locate region of eyes for making region of interest to catch eye winks as an alternative method of 

feedback According to these research, (Cuimei et al. 2017) Haar Cascade Classifier has been shown 

to be an efficient and precise way of detecting and recognising individual objects. 

Novel vehicle detection process is carried out by researchers to promote the business. Around 

87 related articles published in IEEE Xplore and about 48 articles are published in Google scholar 

(Kim et al. 2012). Object detection on vehicles using DIP is crucial for developing a control system 

or as an alternative method of collecting statistical data (Lee et al. 2015). Here they analysed a 

vehicle detection tool that could be integrated into the system. (Viola and Jones, n.d.). PIN-based 

password authentication necessitates users entering a physical PIN, which is vulnerable to password 

cracking or hacking (Islam, Ahsan, and Acharjee 2019). ITS focuses on novel, hybrid approaches that 

enable macro traffic control(T) at the road and transport conditions. (Ramadhani, Minarno, and 

Cahyono 2017). From omnidirectional images, creates panoramic images. It detects cars on a single 

image without having to generate multiple perspective images. (Karaimer and Bactanlar 2014). A 

real-time eye gaze tracking device is presented in this paper. Based on the rectangular features of the 

human eye (Li et al. 2016). Using a mobile device, this study aims to detect the number of faces in an 

image and determine the status of the medium‟s fullness. (Savas, Ilkin, and Becerikli 2016). Based on 

detection hit rate and detection speed, this paper compares and contrasts two methods of face 

detection (Kadir et al. 2014). Real-time face detection is not only a component of an automated face 

recognition system, but it is also becoming a separate research subject. As a result, there are several 

approaches to solving the problem of face detection (Fan et al. 2012). Computer Vision-based device 
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for detecting and counting moving vehicles in this paper. (Sriramya, Parvathava, and Balamuruga 

2012) To detect moving vehicles, photographs from video sequences are taken, and the background is 

extracted from the images (Fan et al. 2012; Kaaniche and Vasseur 2005). 

Previously our team has a rich experience in working on various research projects across 

multiple disciplines (Sathish and Karthick 2020; Varghese, Ramesh, and Veeraiyan 2019; S.R. 

Samuel, Acharya, and Rao 2020; Venu, Raju, and Subramani 2019; M. S. Samuel et al. 2019; Venu, 

Subramani, and Raju 2019; Mehta et al. 2019; Sharma et al. 2019; Malli Sureshbabu et al. 2019; 

Krishnaswamy et al. 2020; Muthukrishnan et al. 2020; Gheena and Ezhilarasan 2019; Vignesh et al. 

2019; Ke et al. 2019; Vijayakumar Jain et al. 2019; Jose, Ajitha, and Subbaiyan 2020). Now the 

growing trend in this area motivated us to pursue this project. 

The drawbacks of the existing system are the accuracy of the data determines its consistency, 

Prediction stage may get late when the dataset is taken larger in size, Irrelevant in features and 

sensitive and Requires more memory as it needs to save whole training data. (Voznesenskaya 2018). 

The main aim of the study is to improve the accuracy by proposing Haar Cascade Classification 

Algorithm for novel vehicle detection. 

 

2. Materials and Methods 

 

The research work was performed in the department of computer science and engineering, 

Saveetha school of Engineering, SIMATS. The process was carried out with a 5 video from where we 

extracted more than 250 images. The accuracy in detecting vehicles was performed by evaluating two 

groups. A total of 10 iterations was performed on each group to achieve better accuracy. Some of the 

dependent variables are Speed, Size of the vehicle. 

 Implemented novel vehicle detection using Haar cascade with sample size of 2507 is taken 

for testing and divided into 2 groups and tested using IBM SPSS analysis. Group 1 was taken as KNN 

and group 2 was taken as Haar Cascade algorithm. The required samples for this analysis is done 

using G power calculation (Kane, Phar, and BCPS n.d). Minimum power of the analysis is fixed as 

0.8 and maximum accepted error is fixed as 0.5. 

 

KNN Algorithm 

 

The KNN algorithm is a fundamental supervised machine learning algorithm for solving 

classification and regression problems. It is easy to set up and understand, but it is slow compared to 
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others. Firstly we load the dataset with video as input. Choose the value of K. (Any integer that 

should be nearer to the data),Find the distance using the Euclidean method. Based on the results sort 

them in ascending order. Chooses top K rows from the order and assigns a class on most frequent 

classes. 

 

Haar Cascade Algorithm 

 

Haar Cascade is a machine learning vehicle detection algorithm that can be used to detect 

objects in images or videos. Fig.1 gives the overall architecture of the proposed system. Data 

collection is for both Existing algorithms and Proposed algorithms are the same. Here we have taken 

five videos for both algorithms. (i.e., KNN, Haarcascade). 

 

Table 1- Collection of Videos from different Sites 

Testing Video Source 

projectvedio.mp4 Kaggle (Vehicle video) 

testingvedio.mp4 Kaggle (Vehicle video) 

SunnyDay.avi Vision Traffic 

Dense.avi Vision Traffic 

Urban.avi kaggle(Vehicle video) 

 

Fig. 1- Architecture of Performing Haar Cascade Algorithm for Vehicle Detection 

 
 

Algorithmic follows the below procedure, Table 1 gives the source of input videos. Testing 

videos are collected from Kaggle (Vehicle videos) which contains five different videos. The videos 
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are taken to test. Image is extracted from the video and that is resized to label the name and classify 

the algorithm with adaboost and train the dataset with haar like features. The video which is taken 

should be extracted into frames for every 0.6sec to get about 250 images. Once we received frames 

from videos that are to be converted into grayscale image processing done where colored frame 

images are converted into grayscale. Here background extraction and subtraction can be done. Once 

image is detected, vehicles are bounded with boundary box and gives count to the vehicle thus 

counted. 

Physical computer resources, also known as hardware, are the most common set of 

specifications specified by any operating system or software application. In the case of operating 

systems, a hardware specifications list is often followed by a hardware compatibility list. The 

following are the minimum hardware requirements: Processor-Pentium IV, RAM of capacity 8 GB, 

Processor with minimum space of 2.4GHZ, Main memory-8GB RAM, Processing speed of 600 

MHZ, Hard disk drive of 1TB. 

Software specifications are concerned with specifying the resources and prerequisites that 

must be installed on a device in order for an application to work. These prerequisites must be 

installed before the programme can be installed. The following are the minimum software 

requirements: Front end with python language, Operating system -7/8/10, IDE-jupyter notebook. 

Besides experimental analysis, the work was evaluated statistically using IBM Statistical 

Package for Social Sciences (SPSS). The analysis was done to obtain Mean, Standard Deviation and 

Standard Error Mean. Independent T Test analysis was carried out to compare the parameters on both 

the groups. Statistical analysis for two independent variables means KNN and Haarcascade done 

using the “IBM SPSS Independent T test Analysis”. The TP rate, FP rate, Precision, Recall,              

F-measure and ROC area used to calculate the accuracy of the model. 

Equation(1) gives the formula for calculating the accuracy. It identifies the number of 

instances that were correctly classified. 

          
     

           
     (1) 

Equation (2) gives the formula for precision calculation which part of prediction data is 

positive. 

          
  

     
     (2)  

Where “TP” means True positive, ”TN” means True Negative, ”FP” means False positive, 

”FN” means false negative. 
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3. Results 

 

Table 1 tells about the Collection of Video Datasets from different websites. Which contains 

different types of vehicle recorded videos, which we use for testing pour algorithms to test their 

accuracy and precision values. 

 

Fig. 2- Comparison of Accuracy Value for 10th Iteration of KNN (67%) and Haarcascade (92.78) 

 

 

From Fig. 2, it was observed that the increase in iteration increased the accuracy of the 

algorithm. At the 10th iteration, Haar cascade was found to achieve an accuracy of 92.78%. Further 

increase in the iteration values, showed constant accuracy by the classifier. 

 

Fig. 3- Comparison of Precision Value for 10th Iteration of KNN (51.2%) and Haarcascade (70.5%) 
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From Fig. 3 it was observed that the increase in iteration increased the precision of the 

algorithm. At the 10th iteration, Haar cascade was found to achieve a precision of 67%. Further 

increase in the iteration values, showed constant precision by the classifier. 

 

Table 2- Calculated Accuracy and Precision Percentage of Haar Cascade and KNN Algorithm for 10 Iterations. Haar Cascade 

appears to have Higher Accuracy (94.7%) and Precision (98%) Values when 10 Iterations Values are taken. 

ITERATIONS 
ACCURACY (%) PRECISION (%) 

KNN Haarcascade KNN Haarcascade 

1 45.6 93.67 65 98 

2 65.6 92 54 87 

3 56.2 91.3 45 89 

4 51.6 9.3 65 87 

5 67.3 98 56 87 

6 56.89 94.70 61.89 94 

7 65.89 92.89 56.89 92.89 

8 56.9 95.3 61.9 93.45 

9 59.78 92.3 57.78 91 

10 67 92.78 61.89 87 

 

In Table 2, it was observed that for novele vehicle detection accuracy, precision of 

Haarcascade was significantly better than KNN. In this novel vehicle detection it was observed that 

detection accuracy, precision performance of Haar cascade was significantly better than KNN. In all 

the iterations it was observed that the detection accuracy and sensitivity performance of Haar cascade 

was significantly better than KNN 0.000. From the above values, it was clearly evident that the Haar 

cascade algorithm performed significantly better than KNN algorithm. 

 

Table 3- Group Statistics Results Haar Cascade appears to have Higher Accuracy (93%) and Precision (89.2%) than KNN. (Mean 

of Haar Cascade 93 is more Compared with KNN 60 and Std.Error Mean for Haar Cascade is 0.8367 and KNN is .0.9165) 

GROUP N Mean Std.Deviation Std.Error Mean 

ACCURACY KNN    

                         HAAR        

10 

10 

60.200 

93.000 

2.0494 

1.8708 

0.9165 

0.8367 

PRECISION KNN 

                        HAAR 

10 

10 

60.800 

89.200 

4.944 

4.3652 

2.0100 

1.9522 

 

Table 3 tells about Group statistics results Haar Cascade appears to have higher Accuracy 

(93%) and Precision (89.2%) than KNN. (Mean of Haar Cascade 93 is more Compared with KNN 60 

and Std.Error Mean for Haar Cascade is 0.8367 and KNN is .0.9165). Table 4 tells about Independent 

Sample T- test the comparison of Significance Level with value p <0.05 and fixed Confidence 
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Interval with 95% and we got 93%. (Haar cascade appears to perform significantly better than KNN 

with the value of p=0.000). 

 

Table 4- Independent Sample T- test the Comparison of Significance Level with Value p <0.05 and Fixed Confidence Interval with 

95% and we got 93%. (Haar Cascade appears to perform Significantly better than KNN with the Value of p=0.000) 

 
Levene’s Test for 

Equality of variances 
T-test for Equality of Means  

 F Sig t df sig(tailed) 
Mean 

difference 

Std.error 

difference 
Lower  upper 

Precision 

Equal variance 

assumed 

Equal variance 

not assumed 

0.105 0.754 
-

17.977 
8 0.000 -29.440 1.638 

-

33.216 

-

25.664 

  
-

17.977 
7.981 0.000 -29.440 1.638 

-

33.216 

-

25.662 

Accuracy 

Equal variance 

assumed 

Equal variance 

not assumed 

0.646 0.445 
-

14.315 
8 0.000 -31.920 2.230 

-

37.062 

-

26.778 

 

Fig. 4- Comparison of KNN Algorithm and Haar Cascade Classifier in Terms of Mean Accuracy and Mean Precision. The Mean 

Accuracy and Mean Precision of Haar Cascade is better than KNN and the Standard Deviation of Haar Cascade is Slightly Better 

than KNN. X Axis: KNN vs Haar Cascade Algorithm Y Axis: Mean Accuracy and Mean Precision of Detection ± 2 SD 

 

 

Fig. 4 is the Bar chart representing the comparison of Mean Accuracy and Mean Precision for 

Vehicle detection using Haar Cascade and KNN. The mean error of Accuracy and Precision of Haar 

Cascade (0.05) is found to be lesser than KNN (0.10). 
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4. Discussion 

 

In this study we observed that the Haar Cascade algorithm seems to have better accuracy than 

KNN based on the significance values that is achieved in statistical analysis. The mean of Accuracy 

for Haarcascade (93%) and KNN (60%) From the fig. 2 and fig. 3, we observed that Haar Cascade 

classifiers have better Accuracy and Precision values than KNN classifiers with 92.78% and 87% 

respectively over the run of 10 iterations. Table 3 shows the values of Mean Std. deviation, Std. Error 

Mean for KNN and Haar cascade algorithms. Fig. 4 shows that Mean Error of Accuracy and 

Precision values seem to be lesser in Haar cascade (0.05) than KNN (0.10). 

This research resulted in the development of a vehicle counter programme based on traffic 

video feed for a particular category of vehicle using Haar Cascade with accuracy of 83%. (Viola and 

Jones, n.d.). This paper presents about vehicle tracking and vehicle detection based on static images 

extracted from a video using Haar Cascade classifier here with increased accuracy of 20% on 

comparison of other algorithms and gives more than 93% (Karaimer and Bastanlar 2015). Traditional. 

convolutional neural network (i.e., Haar Cascade) methods estimate data in two stages but are slow in 

time. In YOLO method for real time object detection uses only a single neural network and gives 

more than 96% accuracy (Cepni, Atik, and Duran 2020). The factors affecting the resultant 

parameters are quality of the input video taken and length of the video taken. 

Our institution is passionate about high quality evidence based research and has excelled in 

various fields (Vijayashree Priyadharsini 2019; Ezhilarasan, Apoorva, and Ashok Vardhan 2019; 

Ramesh et al. 2018; Mathew et al. 2020; Sridharan et al. 2019; Pc, Marimuthu, and Devadoss 2018; 

Ramadurai et al. 2019). We hope this study adds to this rich legacy. 

Although the results of the study are better in both experimental and statistical analysis, there 

are certain limitations in the work. Providing an effective and stable vehicle detection system will 

continue to be a difficult challenge in the area of intelligent transportation surveillance systems. 

However the work can be enhanced on comparing background subtraction and the Haar Cascade 

Classifier system and to combine both background subtraction and the Haar Cascade classifier 

method to identify more vehicle types with better accuracy. 

 

5. Conclusion 

 

Haar Cascade algorithm was used to identify an object as a vehicle and count the number of 

passing vehicles on a particular road using traffic vedios as an input. Based on the significance value 
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achieved through SPSS, the work shows that Accuracy (93%) and Precision (89.2%) for vehicle 

detection using Haar cascade seems to be better than KNN algorithm. Hence concluded that the Haar 

cascade algorithm has acceptable accuracy and precision than KNN. 
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